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Zusammenfassung

In dieser Masterarbeit berichten wir über die Charakterizierung zweier Mikroskopobjek-
tive für das Abbilden und Adressieren einzeln aufgelöster, ultrakalter Strontiumatome in
optischen Gittern. Die Punktspreizfunktionen der Objektive werden für drei verschiedene
Wellenlängen bei 461 nm, 689 nm und 698 nm bestimmt. Die gemessene Auflösung bei-
der Objektive ist für alle Wellenlängen nahezu beugungslimitiert. Außerdem beschreiben
wir eine Methode um interferometrisch die Verzerrung der Wellenfront durch ein Objek-
tiv zu messen.
Für das einzeln aufgelöste Adressieren von Strontiumatomen auf dem extrem schmalen
Uhrenübergang berichten wir über die Entwicklung un den Aufbau zweier Lasersysteme.
Durch das Stabilisieren zweier Lasern auf zwei verschiedene optische Resonatoren mit
hoher Finesse erreichen wir eine relative Linienbreite unter 4(1) Hz.
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Abstract

In this thesis we report on the characterization of twomicroscope objectives for single-site
imaging and addressing of ultracold strontium atoms in optical lattices. The point-spread
functions of both objectives are measured for three different wavelengths at 461 nm,
689 nm and 698 nm. We found close to diffraction-limited resolution for all wavelengths
for both objectives. Furthermore, we describe a method for interferometrically measur-
ing the wavefront distortion induced by a microscope objective.
For single-site addressing of ultracold strontium atoms on the ultranarrow clock tran-
sition we designed and built two laser systems. By locking two lasers to two different
high-finesse optical cavities we achieved a relative linewidth below 4(1) Hz.
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Chapter 1

Introduction

SIMULATING the behavior of many quantum particles requires tremendous computa-
tional power on classical computers [1]. For a full simulation of these quantum

systems it is essential to keep track of all superpositions in the system. To work around
the intrinsic limitations of classical computers in performing these simulations, Richard
Feynman proposed his famous idea of a quantum simulator [2]. His proposal was based
on taking a well-controlled quantum system to simulate the essential ingredients of an-
other quantum system. In the last 30 years since Feynman first presented his idea, many
technical breakthroughs have been made and quantum simulators have been proposed
to simulate problems in fields ranging from high-Tc superconductivity [3] to quantum
chemistry [4].

Building a well-controlled quantum system is not a straightforward endeavor. The
system needs to be well-isolated from the environment to preserve coherence and the
simulation parameters need to be controlled. Nevertheless, in the last decades differ-
ent candidates for a quantum simulator including neutral cold atoms and molecules [5],
trapped ions [6], nitrogen-vacancy centers in diamonds [7], photonic systems [8], and super-
conducting circuits [9] have been developed. Key to all those systems is a precise control
and read out of the quantum state of a large number of individual particles.
Cold neutral atoms are a strong candidate for a large scale quantum simulator [5]. They
excel through high controllability of system parameters and scalability to multiple hun-
dred particles [10]. With the invention of quantum gas microscopes a whole new set
of tools for local control became available in neutral atom systems [11, 12]. In these
microscopes a sample of multiple hundred ultracold atoms is held in a pattern of inter-
fering laser beams, known as an optical lattice. Trapped at individual lattice sites, the
atoms can be made to scatter laser light, which can then be collected in a high resolution
imaging system to enable single-site-resolved imaging. This technique allows probing of
correlation functions between individual particles, which can be used to characterize the
underlying quantum state of the system [13]. Shortly after the first demonstration of
imaging it became possible to address individual sites through the microscope, and to
control the state of an individual quantum particle [14, 15].
Due to the favorable electronic structure of alkaline metals for laser cooling, most early
neutral atom experiments were done with these elements [16]. However, a much richer
internal structure can be found in alkaline earth(-like) atoms such as strontium and yt-
terbium. The two valence electrons in these atoms result in the formation of singlet and
triplet states and extremely narrow optical transitions with milihertz linewidths [17].
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This ultranarrow linewidth enables precise optical control and makes these transitions
well suited for quantum metrology. Indeed, inspired by this electronic structure a new
generation of optical atomic clocks was built, which can reach unprecedented precisions
on the order of 10−18 over one hour of averaging time [18]. This precision is achieved by
trapping a degenerate Fermi gas of ultracold strontium atoms in a 3D optical lattice and
probing the system on the ultranarrow optical transition, called the clock transition [19].

In our experiment we aim to combine the unique detection and manipulation techniques
offered by a quantum gas microscope with the high level of precision of optical atomic
clocks. To realize this, we are building a strontium quantum gas microscope [20]. We will
also explore state-dependent potentials, which can be realized for the clock states [21].
This state-dependent control was proposed to enable simulations of nanophotonics [22]
and problems in quantum chemistry [4].
Due to the short lattice spacings that come with these state-dependent traps, harsh crite-
ria are set on the resolution capabilities of the microscope objective for our quantum gas
microscope. Furthermore, for coherent single-site addressing of multiple atoms on the
clock transition, a flat wavefront in the focal plane is required. Otherwise atoms will de-
phase quickly and coherence is lost. Manipulating the extremely narrow clock transition
on the single particle level already demands a special laser system. To coherently drive
the atoms on the transition over several 100 ms the driving laser needs a linewidth on
the Hz-level. As we will show, such a stability requires a well-isolated light source and
locking the laser to a high finesse optical cavity.

In this work we present an ultrastable laser system for addressing strontium atoms on
the extremely narrow clock transition. We designed and built a new laser that is well-
isolated from environmental noise. For linewidth narrowing, two lasers are locked to two
different high-finesse optical cavities. The resulting stability is analyzed with a hetero-
dyne beat measurement. To enable single-site imaging and addressing in our quantum
gas microscope we characterize two microscope objectives. The resolution capabilities of
both objectives are compared with a point-like target source. In addition, we describe a
method to measure the wavefront distortion induced by a high-resolution objective. This
information can be used to manipulate the wavefront with adaptive optics and to achieve
arbitrary single-site addressing of strontium atoms on the clock transition.

In Ch. 2 we give an overview of strontium and an introduction into quantum gas mi-
croscopy. We then move on to a description of our ultrastable laser system for driving
the clock transition and discuss our results in Ch. 3. Having treated the laser component
of this project, we focus on building a theoretical framework in Ch. 4 for analyzing the
resolution of the microscope objectives. We follow with a report and a comparison of the
experimentally measured resolution in Ch. 5. Finally in Ch. 6 we explain our method for
determining the wavefront distortion induced by a microscope objective.
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Chapter 2

Strontium Quantum Gas Microscope

IN our experiment we aim to combine the benefits of the rich electronic structure of
strontiumwith the possibility of detecting andmanipulating individual trapped atoms.

This new toolbox should enable a substantial increase in the control of many quantum
particles andmakes new types of quantum simulation possible [23]. Themain experiment
has evolved to a complex machine, since it was started five years ago. In the following
we therefore only cover the essential parts for this thesis and refer the reader to Ref. [20]
for a more detailed description of the setup.
In this chapter, we will at first focus on the detailed electronic structure of strontium.
We discuss how the dipole force can be used to trap cold atoms. We will then see how
state dependent potentials can be engineered by combining the electronic states with
the dipole force. Further, we explain the working principle of optical lattices and optical
cavities, before we continue with an introduction to quantum gas microscopes. Finally,
we will focus on single-site addressing of strontium atoms in optical lattices.

2.1 Strontium

As an alkaline earth metal strontium has two valence electrons. These allow for the
formation of singlet and triplet states as shown in Fig. 2.1. The resulting energy level
structure offers multiple transitions with linewidths ranging from the MHz to the mHz
regime.
The ground state for strontium is the 1S0 state [Fig. 2.1]. From there a broad blue transi-
tion connects to the 1P0 excited state with a linewidth of Γ1P1

= 2π × 30.41(9)MHz [21].
The large momentum transfer on this transition makes it an ideal candidate for a first
laser cooling stage or when high scattering rates are needed, e.g for imaging. Addition-
ally, there exists another red 1S0 → 3P1 transition coupling the singlet to the triplet
states. Due to the dipole forbidden spin flip, necessary to reach the triplet, this transition
has a narrow linewidth of Γ3P1

= 2π × 7.423(7) kHz. This narrow linewidth makes it
well-suited for a second laser cooling stage [32] and allows for highly efficient sideband
cooling in deep optical traps [23]. The transition which caused a lot of excitement in
the recent years is the doubly forbidden 1S0 → 3P0 line [17]. Its natural linewidth was
recently measured to be 1.35(3) mHz with an equivalent natural lifetime of τ = 118(3) s
for the excited state [27]. The long atom-light coherence time on this transition makes
it a primary candidate for building optical atomic clocks that can achieve record uncer-
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Fig. 2.1 Energy level structure of strontium. Relevant transitions for our experiment including
lifetime and branching ratios. Data taken from Refs. 1[24] 2[25] 3[26] 4[27] 5[28] 6[29] 7[20]
8[30] 9[31].

tainties of 2.0 × 10−18 [18]. For this reason, the transition is called the clock transition.
It is in principle doubly forbidden and is only possible due to hyperfine mixing of 1P1

into the pure 3P0 state [33]. Therefore, the transition requires a net nuclear spin and
is consequently only possible in fermionic 87Sr. In the bosonic isotopes, e.g. 88Sr, it can
be induced by applying a very strong magnetic field [23]. There exists another similar
doubly forbidden transition to the 3P2 state, which in comparison to the clock transition
is ∼ 104 times more sensitive to magnetic fields. Thus, it can be manipulated much more
easily. This excited state has a lifetime of ∼ 21 s in 87Sr [34] while it can persist for
several minutes in 88Sr [29].

2.2 The Magic of Strontium

To explain how optical beams can trap atoms we have to take a closer look at the light-
matter interactions. The induced dipole moment d(r, t) experienced by an atom at posi-
tion r and time t due to an external electric field E(r, t) can be expressed as [35]

d(r, t) = α(ω)E(r, t), (2.1)
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(a) (b)

Fig. 2.2 Dipole trap and optical lattices. (a) A Gaussian beam with the resulting Gaussian trap-
ping potential is shown. (b) A 2D plane of a 3D optical lattice is displayed. For very shallow
lattice depths atoms can freely tunnel. In a deep potential the atoms are localized at a spe-
cific lattice site.

where α(ω) is the dynamic dipole polarizability. Here, ω = 2πc/λ stands for the angu-
lar optical frequency with the speed of light c and the wavelength λ of the light [36].
In a Lorentz-oscillator model, α(ω) is calculated from a semi-classical approach. This
method takes all transitions j into account, that are reachable from the initial state k
with linewidth Γjk. By introducing the Einstein coefficients Aj = 1/τj , determined form
the lifetime τj of the corresponding state with transition frequency ωj , we find [36]

αk(ω) = 6πϵ0c
3
∑
j

Γjk

ω2
j (ω

2
j − ω2 − iAj

ω3

ω2
j
)
. (2.2)

Here, ϵ0 is the vacuum permittivity. A much more sophisticated calculation for the 1S0 =
|g⟩ ground and the 3P0 = |e⟩ clock state in 87Sr is depicted in Fig. 2.3 (a). Time-averaging
over the induced dipole moment d(r, t) and the electric field E(r, t) gives the resulting
trapping potential [36]

Vdip(r) = −1

2
⟨d(r, t)E(r, t)⟩ = − 1

2ϵ0c
Re[α(ω)]I(r). (2.3)

We see, that the depth of the trapping potential is given by the real part of α(ω) and the
intensity profile of the electric field I(r). Laser beams typically have a Gaussian intensity
profile of the form

I(r, z) = I0
1

1 +
(

z
zR

)2 exp

− 2r2

w2
0

(
1 +

(
z
zR

)2
)
 (2.4)
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Fig. 2.3 Dynamic polarizability and state-dependent potentials. (a) Atomic structure calculation
for 1S0 and 3P0 states in Strontium. Taken from Ref. [35]. (a) At the magic-wavelength both
states experience a similar potential. The tune-out wavelengths enable full differential con-
trol of different electronic states. Adapted from [21].

with I0 = 1
2cnϵ0|E0|2 and zR =

πw2
0

λ . Here, n stands for the refractive index and w0 for
the waist of the beam at the focus. The expression is formulated in terms of the radial
coordinate r and the positioning along the optical axis z. This intensity profile results in
the same Gaussian shape for the trapping potential [Fig. 2.2(a)].
Since the polarizability α(ω) is state- and wavelength-dependent, Eq. (2.3) also indicates
a strong dependence of the trap depth on these parameters. It turns out that by choosing
an appropriate wavelength for the trapping laser one can engineer the trap depth of these
potentials for one specific electronic state relative to another state.
At first this behavior was explored in the context of optical lattice clocks to first order

eliminate the frequency shift induced by the trapping light on the clock transition [37].
This is achieved by choosing a wavelength for the trap where the |g⟩ and |e⟩ states have
the same polarizability. The optical trap will then shift both states by exactly the same
amount and leave the frequency difference between both states unchanged. For the
strontium 1S0 → 3P0 transition one of these so called magic-wavelengths lies at 813 nm
[Fig. 2.3]. This magic condition can also be found for the 1S0 → 3P1 line at 914 nm [35].
Another interesting wavelengths are so-called tuneout-wavelengths [Fig. 2.3 (b)]. At these
particular wavelengths the dynamic polarizability for one state vanishes, which in turn
means the state hardly sees any potential [20]. Around 633 nm, only the |g⟩ state ex-
periences a confinement, while the |e⟩ state is unaffected [35]. The opposite situation
occurs close to the red 1S0 → 3P1 transition. The ground state tuneout-wavelength at
689.222222(16) nm for strontiumwas measured in our experiment for the first time with
modulation spectroscopy [21].
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2.3 Optical Lattices

For trapping atoms we can not only use a single beam but can also make use of interfer-
ence patterns formed by multiple laser beams to create optical lattices. In the simplest
case, a laser is retro reflected by a mirror, forming a standing wave. This realizes a
periodic potential of the form

V (z) = − 1

2ϵ0
Re [α(ω)] I(z) = −Vx cos

2(kz), (2.5)

in one spatial dimension (1D). Here, k = 2π/λ stands for the wave vector of the trapping
light. Since the potential is conservative we can add the 1D expressions to arrive at the
3D potential when laser beams are interfered from all three axes

V3D(r) = V (x) + V (y) + V (z) = −
[
Vx cos

2(kx) + Vy cos
2(ky) + Vz cos

2(kz)
]
. (2.6)

For a 2D cut through the 3D potential the shape of the potential is illustrated in Fig. 2.2(b).
Atoms, when loaded into these optical lattice can now fill the individual potential valleys,
known as lattice sites. If, on the one hand the potentials are very deep, the atoms are lo-
cated at one particular site [Fig. 2.2(b)]. On the other hand, if we have shallow potentials
atoms can tunnel from one lattice site to another and therefore move around in the op-
tical lattice. This behavior can be exploited for quantum simulations, since the potential
the atoms see exhibits close similarities to the potentials electrons feel in solid state mat-
ter [16].
In general the laser beams that create the optical lattice, similar to the dipole trap, also
have a Gaussian intensity profile. This additional Gaussian envelope alters the potentials
in Eq. (2.5) and Eq. (2.6). The final potential is then

V (r, z) = −Vz cos
2(kz) exp

(
−2(x2 + y2)

w2
0

)
(2.7)

in one spatial dimension. We see, that the Gaussian profile results in an additional
bending on the optical lattice potential. This phenomena is known as harmonic confine-
ment [36]. It is responsible for the maximum extent a system can have without occupa-
tion of lattice sites by two atoms. At a certain radius away from the potential center, the
Gaussian envelope increases the potential energy so much that it is energetically more
favorable for the system to put two atoms on the central site rather than occupying the
outer sites. To keep the influence of the Gaussian envelope on the potential as low as pos-
sible it is necessary to use laser beams with high intensities over a large radial extent. It
turns out, that requires beams with high optical power and a large waist. Consequently,
Eq (2.6) is only valid in the center of large laser beam.
Typical maximal trap depths for optical lattices lie in the low 100 µK regime. Conse-
quently it is necessary to laser cool the atoms before they are loaded in the lattice. In
Ref. [20] the reader finds a detailed explanation on how the cooling can be realized for
strontium atoms.
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2.4 Optical Cavities

Another important ingredient for our experiment and in particular for this thesis are
optical cavities. These resonators consist of a pair of highly reflective mirrors attached to
an ultra-low expansion (ULE) glass spacer. Therefore we refer to the resonator as a ULE
cavity. This special glass ensures a minimal length change between the mirrors.
To understand the properties of such a resonator we start with the solution of an electric
field inside an 1D optical cavity given by [38]

E(r, kq) = E(t) sin(kqr), (2.8)

where kq can take the values
kq =

πq

L
, (2.9)

in terms of an integer parameter q and the cavity length L. With the linear dispersion
relation of the electric field E(t) in vacuum ν = ck/(2π) one can derive an expression for
the different resonator frequencies

νq = q
c

2L
= q νFSR. (2.10)

We see, that all resonator modes are spaced by the same frequency known as the free
spectral range (FSR) of the cavity [Fig. 2.4(b)] [38]. Another key value for the character-
ization of optical resonators is the finesse F . It is a measure of how many times a photon
can bounce between the mirrors before is is lost from the cavity. By introducing R for
the intensity reflectivity of the mirrors, the finesse is

F =
π
√
R

1−R
. (2.11)

Very high F leads to narrowing of the different cavity modes. The linewidth ∆νFWHM

(full width at half maximum) of these frequency teeth can be expressed, in the regime
where F ≫ 1, as [38]

∆νFWHM ≈ νFSR
F

. (2.12)

For finding the light intensity inside the cavity, we can approximate the resonator as a
plane-parallel Fabry-Pérot interferometer [Fig. 2.4(a)]. The twomirrors are separated by a
distance L. Each of them has a reflectivityR1 = R2 = R and a transmission T1 = T2 = T .
From one side we couple an electric field E(r, ν) into the resonator. The field propagates
to the other mirror where part of the light Eout is transmitted with ratio T while most of
the light is reflected back to the original mirror at ratio R. This process of traveling back
and forth then repeats until a steady state between the reflected and transmitted light is
reached. We can then obtain the intensity inside the resonator by summing up all the
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Fig. 2.4 Optical Cavities. (a) A Fabry-Pérot inferferometer. Two plane-parallel mirrors with reflec-
tivity R1 and R2 and transmission T1 and T2 are separated by a distance L. Light is cou-
pled into the resonator and reflected back and forth many times. At each round trip part
of the light is transmitted. (b) Transmission spectrum of the different cavity modes. For
all resonators the modes are spaced by one free spectral range (FSR). Each mode has a
linewidth ∆ν = νFSR/F . The figure was taken from Ref. [39].

electric fields from the different reflections inside the cavity as [38]

I(ν) =
Imax

1 + (2F/π)2 sin2(πν/νFSR)
. (2.13)

Here Imax stands for the maximum intensity coupled into the cavity on resonance. Fur-
thermore, wee see that through the many round trips an electric field can be drastically
amplified inside a resonator.

In our experiment we take advantage of this light amplification. As we have seen early,
to suppress the harmonic confinement induced by the Gaussian beam shape as much as
possible, laser beams with high power and large waists are necessary. For that reason, we
amplify the lattice light with an optical cavity in our experiment [20]. The resonator also
defines a large mode waist of∼400 µm. In the experiment the cold atoms are loaded into
two crossed optical modes formed inside a monolithic cavity. A picture of this in-vacuum
resonator can be seen in Fig. 2.5(a).
With the cavity we expect to increase the particle number of the quantum simulation
from multiple 100 [10] to multiple 10000. We expect a system size of roughly 200×200
single-occupied sites [20].
The light amplification can also be used to generate lattice at interesting wavelengths
where only little laser power is available. For example, we can create a tuneout-lattice,
where only one of the clock states is trapped.
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Z
671 nm
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1064 nm

Fig. 2.5 Science Cavity and Slicing. (a) The crossed optical science cavity. Four mirrors are op-
tically contacted to the ULE glass to minimize mode displacement and ensure maximum
stability [20]. (b) An optical lattice retro reflected from the front surface of the objective. The
671 nm laser addresses individual layers, shifted by a magnetic field gradient, to depopu-
late them.

2.5 Quantum Gas Microscopes

A major game changer for quantum simulation with ultracold atoms in optical lattices
was the invention of quantum gas microscopes [12, 11]. This technique enables a whole
new way for detection and manipulation of individual particles.
The simplified working principle of such a quantum gas microscope is as follows: For
every experimental run, a sample of ultracold atoms is loaded into a 3D optical lattice.
Then, a 2D layer of the lattice is isolated. After that, the real physics experiment starts by
decreasing the lattice depth to allow the atoms to tunnel between sites in the 2D plane.
The prepared quantum state evolves over a certain time before the motion is frozen out
by increasing the lattice depth again. To now measure the occupation of each lattice site,
a fluorescence beam is applied. The atoms scatter photons, which are collected with a
high resolution objective and are then directed onto a camera [Fig. 2.6(a)]. Since the
atoms experience a recoil kick when scattering photons, they can be heated up to a point
where they can tunnel again. To prevent this unwanted tunneling, additional cooling
during imaging is required. In Fig. 2.6(b), a typical image of single-site resolved atoms
provided by our lithium-team can be seen. Each red dot in this picture correspondents
to an individual lithium atom.

The constraints set by our system differ from most quantum gas microscopes. The
science cavity inside our main vacuum chamber limits the optical access we have to the
atoms. Therefore, typical isolation techniques for single layer preparation do not work.
Common methods like accordion lattices or z-lattices with large spacings need substantial
optical access to the atoms, which is not possible in our setup [12, 41, 42]. In the second
technique, for example, two laser beams are interfered under a small angle along the
z-axis. This creates a lattice with spacing d = λ/(2 sin θ), where θ is the angle between
the two beams. If the angle is sufficiently small the lattice spacing can be on the order of
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(a) (b)

Fig. 2.6 Quantum Gas Microscope. (a) The occupation of each individual lattice site can be mea-
sured with a high resolution imaging system [40]. (b) Typical fluorescence picture of the
atoms in the optical lattice. Unpublished image provided by our lithium team showing a
single-site resolved, fermionic, lithium Mott-insulator.

a few µm. The shift between neighboring layers is then enough to only have one of the
layers in the focus of the microscope.
Since isolation a 2D layer is essential to decrease possible background noise from neigh-
boring layers during imaging, we plan to adapt a different method, that was already
demonstrated in an ytterbium quantum gas microscope [43]. In this ytterbium experi-
ment only a 1D optical lattice together with a strong magnetic field gradient was turned
on along the z-direction [Fig. 2.6(b)]. The gradient shifts the optical transitions of each
layer. With a laser for the 1S0 → 3P2 transition each layer, except the desired one, is
then excited to the 3P2 state by varying the frequency of the laser to be resonant with
one layer at a time. Strong inelastic two-body collisions in this 3P2 state then depopulate
the plane.
For the 3P2 state the linear Zeeman splitting in strontium is ∆Zeeman = 0.5 MHz/G [30].
Since we can calculate the frequency splitting with ∆f = ∆Zeeman · mf · B, the largest
splitting is achieved for the transition between the 1S0(mF = 9/2) → 3P2(mF = 11/2)
hyperfine states mF . Our gradient coils can provide a maximum of dB

dz = 1.09 G/(cm
A) at the location of the atoms. This is essentially limited by our vacuum chamber, be-
cause it is not possible to mount the coils closer to the atoms. For technical reasons we
can also not send more than 300 A through the coils. Therefore, for a lattice spacing of
532 nm along the z-direction we calculate a maximum splitting of 36.5 kHz between the
layers. To repeatably isolate the same layer and to be immune against small drifts the
linewidth of the excitation laser needs to be roughly two orders of magnitude smaller
than the splitting. This leaves us with a very narrow linewidth on the order of 365 Hz.
This high demand on the stability of the laser sets additional technical challenges for our
experiment. In Ch. 3 we describe in detail how such a narrow laser can be constructed.
Furthermore, the science cavity sets another limitation to our quantum gas microscope.
To contact mirrors to its sides, the cavity spacer needs a certain height [20]. This ex-
tent limits the closest distance we can achieve between the microscope objective and the
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atoms to ∼13.6 mm which limits the NA.
The z-component of our optical lattice will be made by retro reflecting a high power laser
beam at 1064 nm from the front surface of the microscope. Thus, our objective is fabri-
cated with a highly reflective coating for the infrared region of the optical spectrum on
the first lens. In this setup the z-lattice is referenced to the microscope objective. Since
horizontal drifting of the microscope objective will result in the same drifting on the hori-
zontal lattice planes differential drifts should be minimized and the isolated layer should
stay in the focus of the microscope.
As mentioned earlier, we expect our cavity to increase the system size to 200×200 sites.
Resolving all these lattice sites sets harsh criteria on the objective. In a lattice with wave-
length 914 nm, the field of view needs to be 100 µm to imagine all sites. The resolution
quality also needs to be very high over the whole area. Ch. 5 and Ch. 6 are therefore
dedicated to a detailed characterization of the microscope objective we plan to use.
We plan to image the strontium atoms on the broad blue 1S0 → 1P1 transition. This
has two advantages. First, as we will explain in detail in Ch. 4, the short wavelength
of 461 nm naturally offers a very high resolution, decreasing the number of photons we
need to distinguish between different lattice sites. Second, the 4000 times higher scat-
tering rate compared to the 1S0 → 3P1 transition results in a fast production of many
fluorescence photons, reducing the imaging duration significantly. These two advantages
are accompanied by a large recoil kick for each scattering event. To prevent the atoms
from tunneling in the optical lattice we will use additional cooling on the narrow red
1S0 → 3P1 transition. Since the 7.4 kHz linewidth of this transition is below typical
motional excitations in a deep optical lattice we can perform efficient direct sideband
cooling on the red transition [23]. Using an optical lattice at the magic wavelength of
914 nm makes this cooling method for the cooling transition even more efficient.
Once the microscope is installed many new detection possibilities emerge. First of all we
could probe correlation functions to reveal hidden order in quantum phases [44, 45]. As
a second tool, one can map spin or the unique electronic degrees of freedom of alkaline
earth atoms onto the occupation of lattice sites to also detect ordering in these parame-
ters [46, 47].

2.6 Single-Site Addressing

We can not only use the microscope for imaging, but also for addressing individual
atoms [14]. By focusing a beam through the objective all of the light can be concen-
trated onto a single lattice site [Fig. 2.7(a)]. This would drastically enhance the toolbox
for our platform, since most experiments to date still rely on global control of parameters
only [5]. With single-site addressing a large number of new initial states for our quantum
simulator could be prepared [23].
In combination with a spatial light modulator, that enables full control over the wavefront
of light, we could do holographic beam shaping for our addressing laser [15, 48]. With
this tool light can be focused to an arbitrary lattice site. Figure 2.7(c) shows, how this
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(a) (b) (c)

Fig. 2.7 Single-site Addressing. (a) With single-site addressing the electronic state of individual
atoms can be controlled. (b) It is also possible to project additional potentials on top of the
optical lattice. (c) This technique allows to cut out arbitrary shapes form a atomic Mott-
insulator [14].

method can be used to cut out a predefined structure from atoms trapped in an optical
lattice [14]. With this high level of control over the light field, additional potentials could
also be placed on top of the optical lattice [Fig. 2.7(b)].
For alkaline earth atoms it could be very interesting to control the clock states on in-
dividual sites. Each atom can them be interpreted as an optical qubit with individual
manipulation and readout. In combination with the huge system size this could dramat-
ically increase the number of qubits, that can be individually controlled. Consequently,
this technique could bring quantum gas microscopes one step closer to a digital quantum
simulator.
Direct addressing of individual lattice sites also offers more flexibility than previous ad-
dressing techniques. In Ref. [14] a local light shift was used to shift one lattice on reso-
nance with a global microwave field. This is enough to drive multiple atoms on a specific
transition, but it is not possible to induce predefined phase shift between then. With
an arbitrary control of the phase and amplitude of the driving field in the focal plane
of the microscope offered by spatial light modulator the strength and the phase of the
driving can be adjusted on each lattice site. The substantial increase in control with this
technique was proposed to enable quantum simulations of nano-photonics and quantum
chemistry problems [22, 4].
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Chapter 3

Ultra-Stable Laser System for Narrow-line Excitation

TO drive the ultra-narrow clock transition we require a laser with similarly narrow
linewidth. Unfortunately, building a system that can provide a light wave with fre-

quency stability of 1 mHz is technologically still out of reach. The best laser to date has
a linewidth on the order of 10 mHz and a coherence time of 55 s between atoms and
the laser has been demonstrated [49]. This was achieved with a complex setup involving
multiple steps of stabilization for the laser including a cryogenic environment [50]. All
of these breakthroughs were made in the context of strontium optical lattice clocks [18].
In contrast, our quantum simulator only requires atom-light coherence times of several
100 ms. For this reason we only need a laser with a linewidth on the order of 10 Hz.
In this chapter we report on the design and construction of a new laser system for the
1S0 → 3P0 clock transition at 698 nm and the 1S0 → 3P2 transition at 671 nm, with
which we plan to isolate a single optical lattice plane. After a detailed description of the
lasers and the accompanying optical setups, we give a brief introduction to the Pound-
Drever-Hall scheme. We use this technique to stabilize two independent clock lasers to
two different optical cavities. The relative linewidth of both lasers is characterized with a
heterodyne beat measurement. In addition we report on an injection lock setup for high
optical output power at the clock wavelength.

3.1 Linear external cavity diode lasers

Achieving a very narrow linewidth requires precise engineering of the whole setup from
the beginning. Any external noise will eventually disturb the system and increase the
laser linewidth. We therefore designed a new laser housing for our linear laser de-
sign [51], to achieve a better isolation from external noise sources.
The housing prevents pressure fluctuations from reaching the laser cavity. A change in
pressure changes the refractive index of the air. This variation modifies the effective cav-
ity length resulting in a frequency change of the laser. The housing also acts as a Faraday
cage. The current for the laser diode is therefore shielded from radio-frequency signals in
the lab. These signals can modulate the laser current and disturb the output frequency
of the light.
The laser housing is made from aluminum and has approximately 10 mm thick walls. It
consists of a lid and a bottom plate [Fig. 3.1(a,b)]. With a Viton ring in between the two
parts, the box can be made air-tight when screwed together. For the laser output beam
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Fig. 3.1 External Cavity Diode Laser. (a) An assembled laser housing with a window for the output
beam.(b) The laser housing has two connectors, one for the laser diode current and the
piezo crystal, and the other for temperature control. (c) The laser body rests on two Peltier
elements for temperature control. A collimator electrically isolates the diode and collimates
the output beam. With the interference filter a first frequency selection is done. The laser
diode together with the output coupler forms the external cavity. The length of this cavity
can be tuned with the piezo ring. The first lens focuses the beam on the output coupler,
while the second lens collimates the final beam.

an additional wedged window is placed at the front of the lid [Fig. 3.1(a)]. On the back
end of the bottom plate two connectors are attached [Fig. 3.1(b)]. The left connector
allows for controlling the temperature inside the housing. Two Peltier elements can heat
and cool the inside, while a thermistor gives feedback on the actual temperature. The
right connector is for a piezo voltage and the current for the laser diode. Looking at the
housing from the back and counting from the upper left to the right pins 4 and 11 are
used for the piezo crystal and pins 7,8 for the laser diode [Fig. 3.2(a)]. The pins 3, 5, 10
and 12 are for shielding the laser current from the high piezo voltage. Behind the two
connectors on the inside we placed two pockets. After connecting all necessary cables to
the connectors we sealed the pockets with Torr Seal glue making it air-tight. To prevent
any cables form outgassing, we used Kapton insulated cables exclusively on the inside.
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The laser body is made from a single aluminum block to ensure maximum stability
[Fig. 3.1(c)]. It rests on the two Peltier elements and is connected to the bottom plate
with 5 nylon screws. On the back end the collimator (Schäfter+Kirchhoff 20C-A4.5-07)
with the laser diode is mounted. The collimation tube isolates the diode electrically and
collimates the output beam. For the clock laser at 698 nm we use a laser diode from
Sacher (SAL-0705-020). The laser for the 1S0 → 3P2 transition at 671 nm is built with a
diode from Eagleyard Photonics (EYP-RWE-0670-00703-1000-SOT02-0000). Both laser
diodes are anti-reflection coated. This coating suppresses the formation of a cavity be-
tween the gain medium and the diode window. Otherwise the external and internal
cavity can compete, reducing the frequency stability of the laser. For monitoring the
temperature we installed a thermistor close to the collimator. The first optical element
in the beam path is an interference filter. This filter enables a first rough frequency ad-
justment of the laser light. The next element that the beam passes is a lens. It focuses the
light onto the output coupler. This coupler is a partially transmissive mirror. It reflects
30 % of the light back into the laser diode forming the external cavity. To modulate the
cavity length the output coupler is glued to a piezo ring. The last element in the laser
body is a second lens, which collimates the final output beam.
Since the laser body design is very similar to an older version we refer the reader to
Ref. [51] for a detailed explanation on how to build such a laser.
The linear external cavity design has a couple of advantages over other laser designs.
The simple linear configuration overall reduces the effects of cavity length variations.
Any motion that is orthogonal to the optical axis of the cavity will not change the cavity
length. The linear lasers also exhibit large tuning ranges, due to the decoupling of the
wavelength selection from the optical feedback into the laser diode. The cavity length
can be varied without changing the optical feedback. In contrast, in a Littman design the
zeroth order of a diffraction grating is used as the feedback, while the first order is the
output beam. To tune the laser wavelength the angle of the grating needs to be modified.
This also changes the angle of the zeroth order resulting in a reduced optical feedback.

3.2 Electronic Adapter Board

The electronic control for all lasers described in this chapter is done with an analog rack
from Toptica (DC 110 19”). The LD current and the piezo voltage are not directly fed
into the housing but are sent through a custom adapter board [Fig. 3.2(a)]. The main
purpose of the additional electronic board is to filter and monitor the laser diode current.
Possible noise on the current will be directly modulated onto the laser light, which re-
sults in an increase of the linewidth. Different electronic components in the circuit can
be exchanged to suppress or filter noise depending on the needs of the experiment.
For direct modulation of the laser diode current the board has an additional modulation
circuit. This circuit can be necessary if the feedback signal from the lock picks up addi-
tional noise in the controller and consequently must be sent directly to the laser diode.
We also paid close attention in the layout to ground paths. These paths are separated as
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Fig. 3.2 Electronic adapter board. (a) We designed the sub D-15 pin connector, such that the
laser diode current is shielded from the high piezo voltage. (b) Design layout for the
adapter board.

much as possible to prevent unwanted galvanic coupling of ground loop currents.
The high voltage to drive the piezo crystal is sent through the same sub-D connector
as the diode current. To avoid any cross talk, we keep both signals spatially separated
on the board. The four pins surrounding the piezo voltage pins create a shielding cage
throughout the connector. To achieve an even better shielding form radio-frequencies we
designed a thin metal case around the board.

3.3 Laser Characterization

Before the construction of all necessary optical systems the properties of the laser need
to be known. We characterized the output power of the 698 nm and 671 nm laser after
placing an isolator with ∼ 91 % transmission in the beam path. The clock laser starts
lasing when 24 mA are applied to the laser diode [Fig. 3.3(a)]. At the lasing threshold
the light amplification in the laser diode starts to balance the losses in the external cavity
and the laser starts to lase. We achieve a maximum optical output power of 37 mW at
a limiting current of 90 mA. Several mode hops can be seen in Fig. 3.3(a). These jumps
in power happen when the gain in the laser cavity is high enough to favor not only one
but multiple modes. The laser can then jump from one lasing mode to another resulting
in a frequency jump of the output light. For a stable operation the laser should run at
currents where no mode hop is near by. Due to long-term thermal drifts these points
can change. Therefore, an adjustment of the current over longer time scales is necessary.
The 671 nm laser has a lasing threshold at 58 mA and we reach a maximum output of
35 mW at a current of 100 mA [Fig. 3.3(b)]. A clear jump in output power can be seen
when the laser diode starts lasing. We find a 10 mW higher output power than specified
by the company at the maximum current.
A close to Gaussian mode profile of the output light is essential for efficient fiber cou-

pling of the laser light. Further, a mode with high aspect ratio will likely clip at optical
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Fig. 3.3 Output power and mode profiles. (a) Output power for the clock laser. It starts lasing at
24 mA and reaches a maximum output of ∼ 37 mW. Additional mode hops can be seen.
(b) Output power for the slicing laser. The sharp lasing point is at 58 mA and reaches a
maximum power of ∼ 35 mW (c) Close to Gaussian mode profile for the clock laser with
aspect ratio 1.22 (d) Double Gaussian structure of the 671 nm laser mode with aspect ratio
2.02.

elements and pick up unnecessary aberrations. Therefore, we characterized the mode
profile roughly 1.5 m after the laser head for both lasers. For the clock laser we find
an aspect ratio of 1.22 (1.61/1.32 mm) for the 1/e2 diameter of the laser output mode
[Fig. 3.3(c)]. This was sufficient to couple approximately 65-70 % of the power into an
optical fiber, without clipping on other optical elements in the setup.
Engineering gain materials for laser diodes at 671 nm is still challenging, since this wave-
length differs considerably from the band gap of the semiconducting GaAs used as the
gain medium [52]. To overcome this challenge, different compositions with other el-
ements such as aluminum are used. It turns out that growing these compositions on
a substrate with very high quality is demanding. The result of this imperfect material
manufacturing is a distortion of the mode shape. Therefore the emitted mode at 671 nm
can not be approximated by a Gaussian. In our case we observed a shape that can be
described by two Gaussian modes aligned next to each other [Fig.3.3(d)]. Although we
managed to couple 40-50 % of the original output power into an optical fiber, with an
aspect ratio of 2.02 (4.30/2.13 mm) for the 1/e2 diameter we can not ensure that the
beam is not clipping at an optical element in the setup. A cylindrical telescope should
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Fig. 3.4 Mode hop-free tuning range. (a) Typical scanning spectrum for the clock laser with a
mode hop-free tuning range of 6.98 GHz. (b) Scanning plot for the slicing laser at 671 nm
with a mode hop-free tuning range of 6.81 GHz.

therefore be installed after the laser housing to reduce the eccentricity significantly. Be-
sides the laser diode, the interference filter and the actual lens in the collimator could
also contribute to the mode shape. Their small size could already clip the mode profile.
Further investigation is needed on this issue. One should also measure the mode profile
at multiple distances after the housing to ensure a continuously Gaussian mode shape.
In experiments it is often required to ramp or modulate the laser frequency. This so
called scanning of the laser is used e.g. to find atomic resonances. The necessary fre-
quency change of the laser is achieved by varying the length of the external cavity. For
that purpose the output coupler is glued to the piezo ring. The crystal responds to differ-
ent input voltages with a length change subsequently modifying the cavity extent and the
laser frequency. A large change in resonator length typically favors lasing of a different
mode. Hence, we can define a maximum scanning range over which we can tune the
cavity length without observing a mode hop. This is known as the mode hop free tuning
range. Figure 3.4 shows a typical spectrum of such a scan for the 698 nm [Fig. 3.4(a)]
and for the 671 nm laser [Fig. 3.4(b)]. We achieve a maximum mode hop free tuning
range of 6.97 GHz at 698 nm. For the 671 nm laser a tuning range without mode hops
of 6.81 GHz is measured.

3.4 Optical Setup

To use the laser light in the experiment, it needs to be controlled in all of its aspects.
Several beam splitters for monitoring and locking have to be included. Furthermore, the
laser light has to be frequency-shifted to the exact frequency of the atoms. We start with
the explanation of the optical setup for our Toptica DLC Pro clock laser and follow with
our homebuilt laser. Both lasers are placed on one breadboard to ensure maximum sta-
bility and avoid differential drifts.
The Toptica laser already has an internal isolator to protect the diode from possible dam-



Chapter 3 Ultra-Stable Laser System for Narrow-line Excitation 21

NPBS

Homebuilt
LECDL

Toptica
DLC Pro 

λ/2

λ/4

Lens

Mirror

Iris
PBS
Fiber

AOM

Isolator

Shutter

Photo
diode

to wavemeter

to wavemeter

to experiment

to experiment
or injection lock

to pre 
stab. cavity

to cavity

to cavity

~30 mW

~35 mW ~10 mW

~50 μW

~50 μW

~20 mW

~100 μW

~100 μW

~2 mW

2 x 350 MHz

2 x 200 MHz2 x 100 MHz

2 x 80 MHz

beat setup

Fig. 3.5 Optical setup for the clock lasers. The Toptica and the homebuilt laser are frequency-
shifted to the actual clock transition. Additional beam splitters for monitoring the frequency
and locking to the cavity are installed. A beat measurement can been done on the bread-
board without extra fiber links.

age due to back reflections. We also measured a close-to-Gaussian mode profile and
therefore decided to dispense with a cylindrical telescope. The optical output power di-
rectly after the laser head is ∼ 30 mW. At first, we split off a minor part of the output
using a polarizing beam splitter (PBS) and a λ/2-waveplate and guide ∼ 50 µW through
an optical fiber for our wavemeter for continuous monitoring of the laser frequency. A
second beam splitter directs part of the light into a double-pass acousto-optical modula-
tor (AOM) [53] to shift the laser frequency by ∼2×350 MHz. This shifted light is then
fiber-coupled to a reference cavity (cavity II). From the remaining light another ∼ 2 mW
beam is taken to stabilize the length of a transfer cavity for a titanium-sapphire laser in
our lab. Next in line is a second double-pass AOM to shift the light by ∼2×100 MHz.
This modulator is primarily for intensity and frequency control on the main experiment,
while the first 350 MHz AOM is responsible for compensating drifts of the cavity and
the laser. Another 10 mW of the remaining light is then directed into a fiber port to
the main experiment or to an injection lock setup. An additional mechanical shutter can
completely block the light to reduce any possible light leakage to the experiment. We
split off another 2 mW for a beat measurement with the other laser.
Our homebuilt laser has no internal isolation. For that reason, an optical isolator is placed
directly after the housing. From the starting power of ∼35 mW we also guide ∼ 50 µW
to an optical fiber to our wavemeter for monitoring the frequency. Splitting off part of
the light and directing it through a double-pass AOM shifts it by∼ 2×100MHz. It is then
fiber-coupled to our second reference cavity (cavity I). The rest of the light is, similar to
the other setup, shifted with a second double-pass AOM configuration by ∼ 2× 80 MHz.
Afterwards it is directed through a shutter into an optical fiber to the main experiment.
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Fig. 3.6 ULE cavities. (a) Both cavities are surrounded with multiple isolation and heat shields.
The inside is stabilized to the zero crossing temperature of the ULE spacer. Additional ion
pumps provide a high vacuum. (b) Picture of cavity I placed on the vibrations isolation plat-
form inside the wooden box. The picture is taken from [39]. (c) Cavity II on its vibration
isolation stage inside the actively temperature stabilized wooden box.

An additional ∼ 2 mW beam is also guided to the beat setup.

3.5 Ultralow Expansion Cavities

To achieve a linewidth on the Hz-scale, it is necessary to stabilize the laser frequency to
an ultra stable cavity and to narrow the linewidth. This is the so called locking of the
laser.
For our two ULE cavities we measured a finesse of F ≈ 280000 at 698 nm. We obtained
this value with ringdown measurements [54]. The FSR for both resonators is 1.3 GHz,
resulting in a cavity linewidth of ∆νFWHM ≈ 5 kHz.
The construction of the cavities was the project of previous master students. Thus, we
only cover the essential details here and refer the reader to Ref. [54] for the assembly of
cavity I and to Ref. [39] for cavity II.
The main purpose of the cavity housing is to isolate the ULE spacer from any thermal
fluctuations in the environment and to keep the inside as close as possible to the zero
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crossing temperature, where the ultralow expansion glass has a minimal length change.
For that reason the actual resonator is placed in vacuum on a zerodur spacer with viton
pads in between [Fig. 3.6(a)]. The whole apparatus is surrounded by an inner heat shield
followed by a cooper box to ensure maximum heat damping in the outer region. In addi-
tion, our new design of cavity II features two Peltier elements at the bottom connecting
the copper box to a heat sink. This design enables precise stabilization of the inside to
the actual zero crossing temperature at 32.75◦C± 1◦C for cavity spacer II [39]. Multiple
thermistors throughout the box give feedback on the actual temperature distribution in
the box. Unfortunately, our old design of cavity I includes heaters that may outgas, re-
sulting in a pressure increase. Additional vacuum leakage problems with the aluminum
housing of cavity I led us to use a stainless steel box for the new resonator II. In total we
can reach a pressure as low as 2.1× 10−8 mbar for the new and only 1.6× 10−6 mbar for
the old design, provided through an ion pump. By mounting everything on an isolation
platform, mechanical vibrations can be largely damped [Fig. 3.6(b-c)]. A wooden box
with acoustic rubber plates and heating shields surrounds the whole cavity setup. This
box ensures extra suppression of environmental noise and an active homogeneous tem-
perature stabilization around the cavity housing. In Fig. 3.6(b), a picture of the open
wooden box for cavity I and in Fig. 3.6(c) for cavity II can be seen.
With all this shielding and isolation it is ensured, that the cavity length and therefore the
resonance frequency is only minimally affected by day-to-day noise sources and temper-
ature changes caused by opening the lab door or the enclosure around the optical table.

3.6 Pound-Drever-Hall Lock

The laser light, guided to the optical cavities, needs to be stabilized to the cavity reso-
nance. For that purpose we use a Pound-Drever-Hall (PDH) scheme [55]. For an extensive
discussion of PDH-locks we refer the reader to Ref. [55]. In the following we only cover
the essential features and focus on the actual implementation on our resonators.
In Fig. 3.7 a setup of all optical and electrical components necessary for a PDH-lock can
be seen. At first a laser emits light at a specific frequency ω. This light is then sent
through an electro-optic modulator (EOM), where it is phase-modulated at a frequency
Ω. This results in two sidebands at ω ± Ω besides the carrier at ω in the frequency do-
main. The next optical elements in the beam path are a polarizing beam splitter and a
λ/4-waveplate. Afterwards, the light is coupled into the optical cavity. It is essential, that
the optical resonator will only transmit light on the cavity resonance and reflects all other
parts of the frequency spectrum including the sidebands. Since the backreflection passes
the λ/4-waveplate twice it exhibits an orthogonal polarization to the input beam and is
therefore reflected from the PBS and directed onto a photodetector. With the detector the
AC-component of the signal can be measured. One finds the two sidebands at frequency
Ω. If the modulation frequency of the EOM Ω is now high enough compared to the cavity
linewidth ∆νFWHM (for our cavities ∆νFWHM ≈ 5 kHz) the sidebands are fully reflected.
Then we demodulate the photo detector signal in a mixer with frequency Ω of the side-
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Fig. 3.7 PDH-locking scheme. An EOM modulates sidebands on the light before it is coupled to
the cavity. With a PBS and a λ/4-waveplate the reflection from the cavity is measured with
a photodiode. By mixing the reflection signal with the sideband frequency an error signal
is generated. The final loop filter generates feedback for the diode current to stabilize the
laser on the cavity.

bands. After low-pass filtering the characteristic error signal emerges [55]. It essentially
depicts the deviation of the laser frequency ω from the cavity resonance ∆νFWHM. Close
to the cavity resonance this error signal has a linear frequency dependence and vanishes
exactly on resonance. Now we can feed this signal into the loop filter, which calculates
the necessary response on the laser diode current to counteract the change and stabilize
the laser on the cavity resonance, and to narrow its linewidth.
In our experiment, the optical setup for both ULE cavities is essentially the same [Fig. 3.8].
The housings are mounted on a breadboard and placed on the vibration isolation stage
[Fig. 3.6(c,d)]. This leaves some space around the housing to place all the optics nec-
essary for a PDH-lock. We start by guiding the light that is fiber coupled to the cavity
setup through a fiber electro-optical modulator (EOM) (Jenoptik PM705). The EOM
modulates the required sidebands for the lock on the laser at a frequency of 23.777 MHz
(23.771 MHz) for the Toptica (Homebuilt laser) (amplitude of 15 dBm). After that, the
second fiber guides the light to the cavity setup, where it is collimated with a first lens.
A telescope shapes the mode size to exactly match the one of the cavity. To prevent any
backreflections from additional cavities in the beam path, the two lenses are slightly an-
gled and an additional isolator is placed in front of the telescope (for clarity not included
in Fig. 3.8). We achieve a transmission of 10 % of the input power through the cavity.
To cavity II we lock not only our clock laser, but also our red MOT laser at 689 nm. Both
lasers are sent from opposite sides into the resonator [Fig. 3.8]. Therefore it is necessary
to split reflection and transmission signals for the different wavelengths on each side us-
ing special long- and short-pass filters.
To generate an error signal the AC-outputs of the reflection PDs are mixed with the local
oscillator signal driving the fiber EOM. The mixed error signal is then sent through the
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loop filter (Toptica FALC 110).
Achieving a very narrow linewidth requires precise optimization of the whole setup. To
suppress fluctuations of the cavity length due to thermal expansion caused by the high
light amplification in the resonator we decreased the optical power in front of the cavity
to only ∼ 20 µW. Furthermore, we connect all electronics devices including the power
supplies for the photodiodes to the same AC phase. This avoids any ground loops, which
would result in electronic noise, that is then modulated onto the laser.

3.7 Linewidth Measurement

To determine the linewidth of the two locked lasers we perform a heterodyne beat mea-
surement. A beat measurement consists of mixing light from two different lasers of the
same frequency. The interference signal can then be detected on a photodiode. With this
measurement we can set an upper bound for the linewidth of both lasers.
Mathematically, we can model the light from both lasers as plane waves and express them
as

E1(r, t) = E0 exp[i(k · r− ω1t+ ϕ1)]e1

E2(r, t) = E0 exp[i(k · r− ω2t+ ϕ2)]e2.
(3.1)

HereE0 is the amplitude, ωi the angular light frequency, ϕi the phase and ei the polariza-
tion vector for each laser. Summing and taking the square gives us the familiar intensity
pattern of two interfering plane waves:

I(r, t) ∝| E1(r, t) + E2(r, t) |2= 2
[
E2

0 + E2
0 cos ((ω1 − ω2)t− ϕ1 − ϕ2)

]
, (3.2)

known as the beat signal. Since both lasers in general exhibit a Lorentzian line shape
this implies that the combined signal is the convolution of the two Lorentzians. For the
beat signal we then find again a Lorentzian line shape. In real systems external noise
for example from pressure fluctuations in the air, is unavoidable. We therefore also have
a Gaussian contribution to the overall laser shape. The final line shape then becomes a
Voigt profile [56].
One of the major advantages of our system is a beating setup directly on the breadboard
[Fig. 3.5] of the two lasers. There is no need for additional sending of light through an
optical fiber, in which the laser linewidth through acoustic or thermal fluctuations can
be broadened to the kHz regime [57]. For beating, both lasers are polarization-cleaned
with a PBS and λ/2-waveplate. Then, we combine ∼ 2 mW from each laser on a high-
bandwidth photo detector (Newport 818-BB-45) using a non-polarizing beam splitter. On
a spectrum analyzer we observe a beat signal at ∼2.5 GHz. Figure 3.9(a) shows a typical
spectrum of the beat. We almost reach 40 dB suppression between the beat peak and
the next highest feature in the spectrum. For an exact measurement of the linewidth, 10
spectra with a resolution bandwidth (RBW) of 1 Hz at a span of 1 kHz and a correspond-



Chapter 3 Ultra-Stable Laser System for Narrow-line Excitation 26

CMOS

CMOS

λ/4

PBS

f = 50 mm

ULE-cavityλ/4

PBS

f= 6.5 mm

698 nm

689 nm
Sh

or
t-p

as
s

Lo
ng

-p
as

s

photo detector 
698 nm

photo detector 
689 nm

f = 50 mm f = 45 mm

f = 45 mm

f= 6.5 mm

Fig. 3.8 PDH-lock setup at cavity. Optical setup of the Pound-Drever-Hall locks. In addition to the
clock laser a red MOT master laser is locked to the ULE cavity. The different wavelengths
are split with long- and short pass filters. Four PDs continuously monitor the transmission
and reflection of each laser.
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ing sweep time of 6 s are taken. We computed the FWHM of the central peak in each
spectrum. The results are displayed in the inset in Fig. 3.9(a). From this measurement,
we obtain a linewidth of 4(1) Hz for the beat note.
Since the RBW of our spectrum analyzer and the beat signal are of the same magnitude
it limits the accuracy of our measurement. Fitting a Voigt profile to the beat note was
not successful. For an improved measurement, we resolved the beat signal in the time
domain. For that, we at first amplified the signal from the photo diode with two low noise
amplifiers (ZFL-1000LN (+15 dB)) and mixed it down (Mixer ZWL 34) to 10−15 Hz with
a highly stable frequency generator. The resulting sine wave is observed on an oscillo-
scope [Fig. 3.9(b)]. Noise in the lab, like closing of the optical table, can now be observed
as disturbance of the sine wave.
By fitting a regular sine to the data points we observe that the underlying signal stays in
phase with an unperturbed sine wave for up to 4 s. We conclude from this, that our lasers
can provide a stable wave over multiple seconds, which supports a linewidth smaller than
the 4(1) Hz we obtained earlier by a direct heterodyne beat measurement. A limitation
through the 1 Hz RBW of the spectrum analyzer in the beat setup is therefore very con-
vincing. An additional fit to the data with a chirped sine wave reveals an oscillation
frequency drift of 0.05 Hz/s.
Typical free running solid state lasers without further stabilization exhibit a linewidth on
the order of 1 MHz. With our cavity lock the linewidth is narrowed down to the Hz-level.
This yields a million-fold improvement on the stability of the laser.
An earlier beat measurement between two lasers locked each to one of the ULE cavities
revealed a linewidth of 0.17(8) kHz [39]. To narrow the linewidth we made substantial
improvements to this old setup. First of all, we used light at 698 nm not 689 nm like in the
old measurement. The finesse is ∼5 % higher for both cavities at the clock wavelength.
Therefore also the cavity linewidth at 698 nm is narrower. In the old setup the laser hous-
ing was not closed. Hence, environmental noise could also disturb the laser. In contrast,
we used an air-tight 10 mm thick aluminum housing to isolate the laser from pressure
fluctuations or radio-frequency noise. Moreover, a second wooden box was constructed
around cavity II to reduce temperature fluctuations. For both lasers, we optimized the
transmission signal to 10 %. In the earlier measurement only 5 % for the second cav-
ity were achieved. Also the mentioned decrease of optical power sent to the cavities, to
decouple the reflection signal from intensity fluctuations in the laser, contributed to the
narrower linewidth. With a beat measurement on the laser breadboard to sidestep fiber
noise sources we measure a factor of ∼45 decrease in laser linewidth.

Typical experiments in our lab are repeatedmultiple times. Therefore long-term changes
of the apparatus need to be known exactly. To investigate the long-term behavior of the
lasers and the locks we analyze the frequency drifts over multiple hours. The frequency
change of the clock laser beat is displayed in Fig. 3.9(a). In the inset, a frequency mea-
surement every minute for ten minutes is shown. From a fit we obtain a first order drift
of −23.58 Hz/min and a second order drift of −0.64 Hz/s2. Fig. 3.9(a) also shows a drift
measurement over 6 h, with an average frequency drift of −1424 Hz/h and an associated
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Fig. 3.9 Linewidth measurement. (a) A spectrum of the beat note. We reach up to 40 dB suppres-
sion between the beat note and next highest feature. The inset shows the resulting FWHM
of the beat from 10 spectra taken with a RBW of 1 Hz and a span of 1 kHz with a sweep
time of 6 s. We compute a resulting linewidth of 4(1) Hz. (b) Time-resolved measurement of
the beat signal with pure sinusoidal fit. The laser can provide a coherent wave for multiple
seconds indicating a laser linewidth lower than 4(1) Hz.
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Fig. 3.10 Drift measurement. (a) Drift of the clock beat note. From a fit a first order drift of
−1.424 kHz/h and an associated second order drift of −8.4 Hz/h2 is calculated. (b)
Frequency drift of the Toptica clock laser locked to cavity II, measured with a frequency
comb. We obtain a first order drift of 439 Hz/h and a second order of −2.45 Hz/h2
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Fig. 3.11 Injection lock. (a) A module for seeding a slave diode at the master frequency. (b) A
wavelength spectrum of the clock injection lock. The diode without (green) the seed ex-
hibits multiple peaks. When the seed (red) is applied the slave diode (blue) starts lasing at
the master frequency.

second order drift of −8.4 Hz/h2. We suspect cavity I to be responsible for a large por-
tion of the drifting. As mentioned earlier, due to the outgassing issues and the resulting
vacuum problems, we can not temperature-stabilize this cavity to the zero-crossing tem-
perature. Therefore, changes in the temperature of the lab in particular on the optical
table couple to the resonator and let the cavity resonance drift in time.
To set this into perspective we also measure the bare drift of the Toptica laser locked to
cavity II, which is stabilized on the zero-crossing temperature. This is done by obtaining
the frequency change of the beat note between light from the locked Toptica laser and
a self-referenced femtosecond frequency comb. An introduction to the working principle
and usage of optical frequency combs can be found in Ref. [58]. For our purposes it is
sufficient to approximate this tool as a ruler for light waves, with which we can measure
optical frequencies. The resulting drift data over 35 h can be seen in Fig. 3.10. From a
fit we get a first order frequency drift of +439 Hz/h and a second order frequency drift
of −2.45 Hz/h2.
A comparison between the −1424 Hz/h drift for the beat note and the +439 Hz/h for
the bare cavity II setup yields a difference that needs to be further investigated. It is also
not clear if both lasers drift in the same direction or what exactly the relative drift is.

3.8 Injection Lock

After many beam splitters in the optical setup, the resulting usable optical power can be
quite low. This is especially problematic for holographic beam shaping, which is inher-
ently very power inefficient. This can be a major issue in many experiments [15]. For
that reason, we built an injection lock at the clock wavelength. In an injection lock, a
slave laser diode is injected with light from a master laser. This so-called seed light forces
the slave diode to lase at the frequency of the master laser. Our setup of such a module



Chapter 3 Ultra-Stable Laser System for Narrow-line Excitation 31

can be seen in Fig. 3.11. The slave diode is temperature stabilized and protected from
backreflections with an isolator. By adjusting the polarization of the seed, light can pass
the isolator from the other side into the slave diode. For seeding∼ 1mW of optical power
from the master laser is sufficient. After another monitoring beam splitter the beam is
directed out of the module through a wedged window. Fig. 3.11(b) shows a wavelength
spectrum of the diode (Thorlabs HL 7001MG) without any seeding light in green. By
shining the seed light (red) from the master laser into the slave diode (blue), it will start
lasing at the master frequency. With this method we can get up to 50 mW at 698 nm.

3.9 Outlook

The outgassing and vacuum issues of cavity I mentioned earlier require an update of the
housing to our latest stainless steel version with Pelitier heaters inside. This should en-
able a stabilization of the ULE spacer to the zero-crossing temperature and significantly
reduce long term frequency drifts of the laser. The lock for the 671 nm laser needs to be
installed and optimized.
To achieve a sub-10 Hz linewidth on the main experiment an active fiber noise cancel-
lation needs to be constructed. At first, a beat measurement after a long optical fiber
should serve for benchmarking the influence of fiber noise on the laser linewidth. The
proof-of-principle setup in Ref. [39] serves as a good starting point for future optimiza-
tion of the circuit.
Because the injection lock is used frequently when a lot of laser power is needed at the
clock wavelength, one should also measure the resulting linewidth. On the one hand, the
seed light is also carried with a short optical fiber, which could make fiber noise relevant
again and on the other hand, it is not clear how faithfully the linewidth of the seed light
is preserved by the slave diode.
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Chapter 4

Optical Imaging Theory

OPTICAL imaging is one of the most versatile tools in the natural sciences. From early
discoveries in medicine like penicillin [59] to the modern research on the origin of

life [60] the possible applications span a wide range of different areas. Optical microscopy
also got a rebirth at the ending of the 20st century, when super-resolution microscopy tech-
niques were discovered [61–63]. With precise engineering of light modes and stochastic
methods these tools offer the possibility to resolve features below the classical resolu-
tion limit for optical microscopy set by Abbe’s diffraction limit [64]. Super-resolution
microscopy can in principle enable resolution down to the low nm-scale, but relies on
scattering many photons from targets that are fixed in place over a long time [65]. The
atoms we like to image are trapped in an optical lattice. Since they are separated by mul-
tiple 100 nm, our resolution requirements to image them on individual sites are much
lower. However, the atoms are also easily lost from the trap after taking an image, and
we cannot work with the same sample over and over again. Consequently, we take a
different approach by collecting the fluorescence light from the atoms with a high reso-
lution imaging system, while simultaneously cooling the atoms. High magnification then
ensures a clear differentiation between neighboring lattice sites.
In this Chapter we give an introduction to the theoretical framework necessary for de-
scribing optical microscopy. We start by discussing the emerging pattern from a single
point-like emitter. We follow with an explanation of how to distinguish between multiple
point emitters. The latter part focuses on the effect of imperfections in the optical system
and their effect on the resolution.

4.1 Point-Spread Function

To get an understanding of optical imaging, we first have a closer look at the simple situ-
ation of a point-like source emitting light into a microscope objective. For our theoretical
discussion we can approximate this objective by a single thin lens. In reality these objec-
tives usually consist of a stack of lenses to compensate wavelength-dependent shifts and
deviations from the ideal lens shape [Ch. 5]. The picture emerging from such a point-like
emitter is called the point-spread function (PSF). In the following we discuss a derivation
of this pattern for a perfect imaging system. A more detailed treatment including an in-
troduction to the broader field of Fourier Optics can be found in Ref. [66].
As a starting point we imagine a setup like the one depicted in Fig 4.1. A point-like
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Fig. 4.1 Theoretical imaging system. A point-like source emits spherical waves, which are col-
lected in a microscope objective up to an angle α. The objective lens converts the waves
into a flat wavefront and directs them to an imaging lens with free aperture radius a. Then
the light waves are focused to the final observation point in the focal plane.

source emits spherical light waves. They are collected by a microscope objective up to an
angle α. The microscope objective converts the spherical waves from the emitter into a
flat wavefront after the objective. Afterwards, the light is directed onto a second ocular
lens with radius a. The finite extent of the lens defines a maximum free aperture and
maximum optical beam diameter for our whole system. In practice this maximum extent
is set by our objective, but for the theoretical discussion it is not important which optical
element defines the aperture. The light waves passing the second lens are focused onto
the focal plane. We will now calculate the image of the original point source on this final
focal plane.
With the maximum angle α under which light is captured in the objective, a first charac-
teristic value called the numerical aperture (NA) is defined as

NA = n sin(α). (4.1)
Here n is the refractive index of the medium in between the point source and the objective.
The fraction of light collected by the imaging system is found by integrating over the solid
angle covered by the objective:

Ωcollected =
1

4π

∫ 2π

0

∫ arcsinNA

0
sin(φ) dφdϑ =

1

2

(
1−

√
1−NA2

)
. (4.2)

From Eq. (4.2) it becomes obvious that even for relatively high numerical aperture of
NA = 0.66 only 12.4 % of the light is collected by the imaging system. This manifests
itself as the main photon loss mechanism in most imaging systems.
Having discussed the geometric properties of an objective we can now focus on the point
spread function. We start with our point source emitting spherical waves. Once these
waves pass the objective they are converted to a perfectly plane homogeneous wavefront
which we can express with a constant field U0. Consequently, our electric field U1(x1, y1)
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in front of our ocular lens is given by U0. By introducing the pupil function P (x2, y2) that
defines the amplitude change in the field by the finite aperture of the lens, we can express
the wavefront U2(x2, y2) directly after the lens as [66]

U2(x2, y2) = U0P (x2, y2) exp

(
ik

2f
(x2 + y2)

)
. (4.3)

The complex exponent, called phasor, describes the quadratic phase shift a wavefront ex-
periences when passing through a convex lens. Here, k = 2π/λ is the associated wavevec-
tor of the light and f is the focal length of the ocular lens.
The field U3(x3, y3) in the focal plane, a distance f away from the lens, can now be cal-
culated with the Fresnel diffraction integral [66]:

U3(x3, y3, z = f) =U0
i exp(ikf)

λf
exp

(
− ik

2f

(
x23 + y23

))
∫∫ ∞

∞
P (x2, y2) exp

(
ik

f
(x3x2 + y3y2)

)
dx2dy2.

(4.4)

To solve this integral analytically, we can perform multiple transformations. Since our
system has a cylindrical symmetry we can express the pupil function P (x2, y2) in terms
of polar coordinates

P (x2, y2) = P (r2) =

{
1, if ≤ a (Radius of lens)
0, else

(4.5)

with r2 =
√

x22 + y22 . It is then convenient to express the full diffraction integral Eq. (4.4)
in cylindrical coordinates [66]:

U3(r3) = U0
i

λf
exp(ikf) exp

(
− iπr23

λf

)∫ ∞

0
P (r2)J0

(
2πr2r3
λf

)
2πr2 dr2. (4.6)

Here we used a Hankel transformation to rewrite the 2D-Fourier transfromation in terms
of polar coordinates [66]. This implies using a Bessel function of the first kind of order
zero

J0(x) =
1

2π

∫ 2π

0
exp (±ix cos(φ)) dφ. (4.7)

To further characterize the point spread function in all spatial directions close to the exact
focal plane of the second lens, we introduce a different pupil function

P (r2, z) = P (r2) exp

[
ikr22
2

(
1

f
− 1

z

)]
. (4.8)

This expression accounts for a displacement of the observation plane relative to the focal
point along the optical axis. Therefore, our microscope objective will slightly defocus
our optical beam at this spot and alter the PSF. We can incorporate this pupil function
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back into Eq. (4.6) to calculate a quantitative change of the point spread function in the
full 3-dimensional space around the focal plane of our lens. The following equation in
cylindrical coordinates can then be derived:

U3(r3) = U0
i

λf
exp(ikf) exp

(
− iπr23

λf

)
∫ ∞

0
P (r2) exp

(
ikr22
2

(
1

f
− 1

z

))
J0

(
2πr2r3
λf

)
2πr2 dr2.

(4.9)

To simplify this expression, we use the representation for the NA = n sin(α) defined ear-
lier, the Fresnel number N = πa2/(λz), and a normalized radius r = r2/a for the second
lens. In addition, substitutions for the radial ρ = 2πr3NA/λ and the axial coordinates
u = 2π∆z(NA)2/λ are used. In the latter case ∆z represents the distance from the focal
plane z − f .
We arrive at the final expression for the resulting electric field created by a point like
source imaged trough a microscope objective

U3(ρ, u) = U02iN exp (−ikf) exp

(
iρ2

4N

)∫ 1

0
exp

(
iur2

2

)
J0 (ρr) r dr. (4.10)

Restricting ourselves to the focal plane and subsequently setting u = 0 results in

U3(ρ) = U02iN exp (−ikf) exp

(
iρ2

4N

)∫ 1

0
J0 (ρr) r dr (4.11)

for the radial distribution. Using the identity∫ 1

0
x0J0(x0) dx0 = xJ1(x) (4.12)

derived from the Hankel transformations [66], lets us solve the integral and come up
with an analytic solution for U3:

U3(ρ) = U02iN exp (−ikf) exp

(
iρ2

4N

)(
2J1(ρ)

ρ

)
. (4.13)

To get the final intensity distribution we take the absolute value squared and represent
all the prefactors with I0,

I(ρ, u = 0) = I0

(
2J1(ρ)

ρ

)2

. (4.14)

This characteristic distribution is known as the Airy pattern [66] or in other words as
the point spread function of a point like emitter. Fig. 4.2(a) shows the underlying Bessel
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Fig. 4.2 Radial point-spread function. (a) 3D-illustration of the radial Airy function giving the PSF
its characteristic shape. Besides the central peak the multiple symmetric rings are visible.
(b) 1D-slice of the PSF along one axis in the focal plane. Plotted for a wavelength of λ =
461 nm and a NA = 0.66.

function (not the PSF) of the first kind of order one, which gives the PSF its specific shape.
Apart form the central peak the multiple radial symmetric rings are clearly visible. We
can transform Eq. 4.14 back to Cartesian coordinates

IPSF(x, y) = I

(
2πNA

λ

√
x2 + y2 , u = 0

)
= I0

2J1

(
2πNA

λ

√
x2 + y2

)
2πNA

λ

√
x2 + y2

2

, (4.15)

and plot this e.g. for a wavelength of λ = 461 nm and a NA = 0.66 [Fig. 4.2(b)]. An
important criterion for the resolution capability of the imaging system is the position of
the first zero of the Airy pattern at

ρzero = 1.22
λ

2NA
. (4.16)

With these expressions for the point spread function, we now have established the nec-
essary framework to look at the axial dependence of the PSF.

4.2 Depth of Focus

The axial resolution along the optical beam, known as depth of focus (DOF), is of particu-
lar importance. It sets a limit on how far away the imaging target can be displaced from
the ideal focal point on the optical axis to still be resolvable. For our particular case of a
quantum gas microscope precise knowledge of the depth of focus is important. With this
we can distinguish how much displacement of the atoms along the optical axis is possible
to still achieve diffraction-limited resolution.
To extract the axial dependence of the PSFwe can drop the radial components in Eq (4.10)
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Fig. 4.3 Axial point-spread function. (a) A 2D slice along the optical axis of the point spread func-
tion [67]. (b) 1D slice along the optical axis. The quadratic sinc-distribution for the intensity
can be seen.

and rewrite it as

U3(ρ = 0, u) = U3(u) = U02iN exp (ikf)

∫ 1

0
exp

(
iur2

2

)
r dr. (4.17)

Solving the integral and squaring the expressing leads to the intensity pattern

I(ρ = 0, u) = I(u) = I0

(
sin(u/4)

u/4

)2

(4.18)

along the optical axis z. We find a quadratic sinc-function, which is plotted for a wave-
length of λ = 461 nm and a NA = 0.66 in Fig. 4.3(b). The full 3D intensity shape of the
point spread function is obtained by the square of Eq. (4.10). A numerical solution of
this integral can be found in Fig. 4.3(a).
For a more qualitative analysis we can introduce Rayleigh units [66]

∆Rayleigh =
λ

n sin(α)
. (4.19)

The quadratic sinc-behavior for the axial dependence of the PSF intensity in (Eq. 4.18)
can be rewritten as

I(z) = I0

(
sin(πz/(2∆Rayleigh))

πz/(2∆Rayleigh)

)2

. (4.20)

We find a 59.5 % reduced intensity at z = ∆Rayleigh and the first zero in the pattern at
2z = ∆Rayleigh. The Rayleigh units offer a measure over which distance around the focus
the objective still exhibits diffraction-limited performance. If we assume the refractive
index for vacuum as n = 1, the depth of focus can be estimated with the following
equation:

∆DOF =
λ

NA2 . (4.21)
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Fig. 4.4 Resolution criteria. (a) Total resolution limit with a contrast of V = 1. Both first minima
of the PSFs coincide. (b) Visible resolution limit with a contrast of V = 0.59. (c) Rayleigh
resolution limit with a contrast of V = 0.15. The first zero of one PSF coincides with the
PSF of the other PSF. (d) Sparrow resolution limit with a contrast of V = 0 and vanishing
curvature between the two PSFs.

4.3 Spatial Resolution Limits

Having discussed the pattern of a single emitter we will now focus on multiple emitters
in close proximity. Under a microscope, each point-like source is displayed with a point
spread function. Distinguishing between two different points is then essentially limited
by how much their two point-spread functions overlap. Hence, the resolution depends
on the physical distance of the points∆x (center of the PSFs), the imaging wavelength λ,
and the numerical aperture NA of the objective. To quantify the resolution we introduce
the contrast V between two point spread functions

V =
IPSF(0, 0)− IPSF(∆x/2, 0)

IPSF(0, 0) + IPSF(∆x/2, 0)
. (4.22)

This contrast V characterizes the depth of the valley between the two PSFs relative to
the maximum intensity. In our theoretical analysis we assume an equal intensity maxi-
mum for all point spread functions. From the contrast we can define different criteria for
the resolution limit [68]. Figure 4.4 shows an overview of the different definitions. We
calculate a 3D picture of the point spread functions in the respective limit and a 1D slice
along the maxima. Total resolution [Fig. 4.4(a)] is achieved when both first minima of
the point spread functions coincide. This limit yields a contrast of V = 1. To be above
the visible resolution limit [Fig. 4.4(b)] the contrast needs to be larger than V = 0.59.
The cones of the PSFs start to overlap even more for the Rayleigh limit [Fig. 4.4(c)]. Here
the contrast is V = 0.15. With this contrast the first zero of one PSF coincides with the
maximum of the other PSF. If the curvature of the combined intensity pattern vanishes
between the individual point spread functions we are at the Sparrow limit [Fig. 4.4(d)].
The contrast then reduces to zero. With these criteria we now have a quantitative way of
analyzing the resolution capabilities of an objective.
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An essential characteristic of our experiment is the extent of the point spread function
compared to the optical lattice spacing. As mentioned earlier, our primary imaging lattice
will be at a wavelength of 914 nm with a spacing of 457 nm. We can now put multiple
point spread functions on this lattice to simulate pictures we would expect for the quan-
tum gas microscope.
For the blue imaging wavelength, we can clearly distinguish between different lattice
sites [Fig. 4.5(a)]. With a contrast of 0.53 we are above the Rayleigh limit but are very
close to the 0.59 value required for visible resolution. In Fig. 4.5(b) a typical picture of
randomly distributed point spread functions on a 914 nm lattice can be seen. Here, even
without any further analysis of the picture we can clearly determine the occupation of
each site.
At the red imaging wavelength of 689 nm the resolution decreases. We find a contrast
of 0.24. This value implies that we are also above the Rayleigh limit, but with a much
lower contrast than in the blue case. If we plot the point spread function on a lattice the
overlap of the central cone of the PSF between neighboring sites is visible [Fig. 4.5(c)].
A closer look at the randomly distributed point spread functions on the lattice reveals an
image where it is not easily possible to measure the occupation of each site without fur-
ther image processing. In Ref. [11] this issue was solved by taking the underlying lattice
structure into account. Since we know that the PSF can only be at discrete points of the
regular lattice a deconvolution algorithm can enhance the resolution [69].
In summary, imaging at the blue 461 nm transition turns out to be much more favorable
for the achievable resolution and contrast without further image processing.

4.4 Optical Aberrations

Up to now we only looked into ideal systems. Any real optical system on the other hand
will eventually include imperfections. We call these imperfections optical aberrations.
Slight displacement of elements in the optical path can be one origin of these aberrations.
Another reason can be a deviation of the lens shape from the ideal form. This will result
in a slightly different bending of light rays, which causes imperfections. Even without an
ideal lens shape different wavelengths are diffracted differently at the same lens. This
results in another type of imperfection known as chromatic aberration.
We can interpret all global distortions as a bending of the wavefront and a change in the
phase map. In a mathematical way we can express this change with Zernike polynomials.
These functions are defined as

Z±m
n (r, ϕ) = Rm

n (r)

{
cos(mϕ) for evenm
sin(mϕ) for oddm

(4.23)
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(a) (b)

(d)(c)

Fig. 4.5 PSF on lattice. (a,b) The point spread functions for blue light on a 914 nm lattice are
clearly distinguishable. (c,d) For red imaging the cones of the point spread functions start
to overlap strongly. For distinguishing between neighboring lattice sites additional image
processing could be needed.

with the radial component being

Rm
n (r) =

(n−m)/2∑
k=0

(−1)k(n− k)!

k!((n+m)/2− k)!((n−m)/2− k)!
kn−2k . (4.24)

They form a complete orthogonal basis on the unit circle. We can assign a particular
optical aberration to each polynomial order. In Fig. 4.6 we display the five most common
distortions including their corresponding Zernike polynomials. In addition, the matching
fringe map obtained by interfering the wavefront with a plane wave is shown. Further-
more, we also plot the effect on the actual PSF for an increasing amplitude of the poly-
nomial.
It is worth mentioning, that the phase error is not directly represented by the Zernike
polynomial. Instead, if we project a wavefront on a specific polynomial the projection
will be proportional to the actual aberration described by the Zernike polynomial.
Certain aberrations can be also useful. Figure 4.6(a) shows e.g., that tilt does not change
the shape of the point spread function. It only shifts the position with respect to the op-
tical axis. Therefore the resolution is still the same. We can exploit this shift as a tool to
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Fig. 4.6 Optical aberrations. The five most common optical aberrations with the corresponding
Zernike polynomials are shown. The matching fringe map obtained by interfering the wave-
front with a plane wave is depicted. For each Zernike polynomial we also plotted the effect
on the actual PSF. The amplitude for the distortion increases to the right.
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move the PSF in the focal plane. This technique can be useful, e.g. to address different
atoms in an optical lattice.
We find, that imperfections in real optical systems cause a phase distortion in the wave-
front, which we can characterize with Zernike polynomials. If the quality of a PSF for
a given wavelength is not limited by system imperfections, but instead is defined purely
by the numerical aperture, we call this behavior diffraction limited. Real microscope ob-
jectives also only exhibit diffraction limited performance over a finite region around the
optical axis in the focal plane. This region is called the field of view.

4.5 Outlook

With the theoretical tools developed in this chapter we are now able to analyze real micro-
scope objectives. We can characterize the point spread function and quantify the optical
aberrations present in the real system.
Throughout this chapter, we approximated light as a scalar field. Since light waves have a
polarization, a vector field is needed to exactly describe the full phenomena. A vectorial
description of the light field reveals the effect of polarizations on the PSF. This exten-
sion also shows optical aberrations not covered by Zernike polynomials. Since our NA
is moderate (below 0.7), a scalar approximation seems to be sufficient for our following
characterization. A vectorial treatment of the problem can be found in Ref. [66].
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Chapter 5

Microscope Objective Characterization

THE main purpose of the objectives is to perform single-site imaging and addressing of
atoms in optical lattices. For our quantum gas microscope we purchased two custom

microscope objectives from Special Optics. For imaging we tested the objectives for the
blue 1S0 → 1P1 transition at 461 nm and for the red 1S0 → 3P1 transition at 689 nm.
Since addressing will be done on the 1S0 → 3P0 clock transition we also characterize
both objectives at 698 nm.
In the main experiment only one of the two objectives will be built in. Therefore one of
the major goals for this characterizations is to find out which one performs better.
In this chapter we start by explaining the objectives. We take a closer look at their interior
and summarize the specifications at the different wavelengths. After that, we character-
ize the reflection and transmission properties for both objectives. This is followed by
a detailed description of the test setup for measuring the point spread functions. We
present our resulting PSFs for both objectives at three different wavelengths. Finally, we
compare our findings to already existing quantum gas microscopes.

5.1 The Objective

Modern microscope objectives are typically made from a stack of lenses. With multiple
lenses, chromatic shifts can be corrected giving the objective similar optical performance
at different wavelengths.
Our objectives consist of 6 lenses. Starting from the focal point, the location where

the emitters sit, the light expands into free space over 7.5 mm. The light then passes a
5 mm thick vacuum window. Later in the main experiment, the free expansion will be in
vacuum inside our science chamber. We should also note that the mount for the science
cavity creates an additional ∼100 µm thin split between the cavity spacer and the win-
dow which increases the distance to the view port to ∼7.6 mm. Due to refraction, light
rays are redirected when passing a glass plate. The lenses are designed to compensate
for this glass plate and the corresponding spherical aberrations that result from this re-
fraction. The objective is placed 1.08 mm after the glass plate. Inside the objective, light
diffracts at the first hemisphere lens. This optical element ensures a maximum collection
of light over the given solid angle. The following triplet lens compensates for chromatic
shifts. An additional meniscus lens counteracts spherical aberrations and shortens the
overall focal length. The final rear lens collimates the output beam, and makes the objec-
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Fig. 5.1 Microscope Objective. The Objective consists of 6 lenses. It is corrected for a 5 mm thick
fused silica plate. The objective is specified with an numerical aperture of NA = 0.66 and
an effective focal length of 26 mm. The field of view is 100 µm.

tive infinity corrected. Our objective has a maximum free aperture of 35 mm (diameter)
at the back plane. The overall numerical aperture is NA = 0.66, with an effective focal
length of 26 mm. The field of view of the objective is 100 µm (diameter).
In Figure 5.2 we display the simulated point spread functions (red) for both imaging

wavelengths at 461 nm [Fig. 5.2(a)] and 689 nm [Fig. 5.2(b)]. Figure 5.2(c) also shows
the PSF for the addressing wavelength at 698 nm. The specified point-spread functions
were obtained from a Zemax file the company kindly sent us. We also plotted the theoret-
ical diffraction-limited PSF for each wavelength (blue). Diffraction-limited performance
is found for all three wavelengths. In addition, a Gaussian fit (yellow) is included in each
graph. The fit curve and the real PSF show negligible deviations at the full width half
maximum. Only at the first zero of the point spread function the Gaussian does not fall
to zero but rather decreases exponentially. Hence, we see that a Gaussian can be a good
approximation to obtain the full width half maximum of a point-spread function.
Dispersion shifts the focal point between the different wavelengths. Fig. 5.2(d) shows
this shift depending on the wavelength. We set the focal shift at 461 nm to zero. For the
clock wavelength at 698 nm this shift can be as large as 2 µm. For focusing in the same
plane the shift has to be taken into account when designing an optical setup. By slightly
focusing or defocusing the optical beam on the objective back plane the focal shift can be
compensated for.
After the delivery of the objectives we found multiple scratches on the front lens of objec-
tive I (001) [Fig. 5.3(a)]. This damaged objective was therefore sent back to the company
for repair. Fig. 5.3(b) shows the front lens of the repaired objective. We found no remain-
ing scratches.



Chapter 5 Microscope Objective Characterization 47

-1.0 -0.5 0.0 0.5 1.0
Distance (μm)

0.0

0.5

1.0

In
te

ns
ity

 (a
.u

.) Zemax
Ideal
Gauss

500 600 700
Wavelength (nm)

0

1

2

Fo
ca

l s
hif

t (
μm

)

-1.0 -0.5 0.0 0.5 1.0
Distance (μm)

0.0

0.5

1.0
In

te
ns

ity
 (a

.u
.) Zemax

Ideal
Gauss

-1.0 -0.5 0.0 0.5 1.0
Distance (μm)

0.0

0.5

1.0

In
te

ns
ity

 (a
.u

.) Zemax
Ideal
Gauss

(a) (b)

(d)(c)

Fig. 5.2 Specified point spread functions and focal shift. The simulated (red) and the ideal (blue)
PSF are plotted for 461 nm (a), 689 nm (b) and 698 nm (c). In addition a Gaussian fit (yel-
low) is displayed. In (d) the chromatic shift of the focal point depending on the wavelength
for the objective is shown.

5.2 Reflection and Transmission

For imaging it is important to know the overall collection efficiency of the imaging path.
It is necessary to characterize how many photons the atoms scatter and what fraction can
eventually be detected on a camera. Also for sending beams through the objective onto
the atoms, the transmission needs to be known to determine the intensity in the focal
plane. As mentioned earlier, our z-component of the optical lattice will be made by retro
reflecting a beam from the front surface of the microscope. For that reason, our objec-
tives are manufactured with a highly reflective coating on the front lens. Consequently,
the reflection coefficient of the objective is also of interest. Optical lattice beams typically
carry a lot of power. By comparing the reflection and transmission we can calculate the
power that is dissipated inside the objective. Too much dissipation can heat the objec-
tive which results in an expansion of the objective housing and consequently a change
in distance between the lenses. This change can deteriorate the resolution quality of the
objective.
We measured the transmission from both sides of the objectives (I and II) for 461 nm,
689 nm and 698 nm. The optical setup for this measurement is depicted in Fig. 5.4(a).
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(a) (b)

Fig. 5.3 Scratches and repaired objective. (a) Objective I was damaged with multiple scratches
on the front lens. (b) After the repair no remaining scratches are visible.

The specific wavelength is polarization-cleaned and directed onto the objective with a
beam waist of 1.32 mm. The transmission is calculated from the measured power di-
rectly before and after the objective. For measuring the transmission from the back to
the front plane, the objective is flipped. We characterized the reflection from the first
lens by slightly tilting the objective and redirecting the reflection onto a power meter
with a D-shaped mirror. All measurements were repeated 10 times and then averaged.
The results for both objectives are shown in Tab. 5.1. All values agree within 2 %. For
objective I the transmission for 461 nm light is 1.1 % higher, which could be favorable
for blue imaging. The second objective (II) has a 1.4 % higher transmission at 689 nm.
This on the other hand benefits red imaging. For addressing on the clock transition we
compare the transmission from back to front plane at 698 nm. Objective II has a 0.7 %
higher transmission at this wavelength.
For measuring the reflection and transmission at the two lattice wavelengths 1064 nm
and 813 nm we built a second optical setup. Since the z-lattices will be made by retro-
reflecting a beam from the front surface, we need to characterize the reflections under
a zero degree angle of incidence. The reflected light can then not be separated with a
D-shaped mirror. As a light source for 1064 nm we use a Mephisto laser from Coherent.
To protect the laser from any back-reflections an additional isolator is placed directly af-
ter the laser. Later in the main experiment approximately ∼43 W of optical power with
a beam waist of ∼400 µm (set by the mode diameter of our science cavity) will be sent
onto the front lens of the objective. To emulate these conditions we reduced the beam
waist in our test setup with two lenses to ∼56 µm. With a power of ∼850 mW this yields
a similar intensity on the objective. The overall damage threshold of the coating on the
first lens is specified as 8-12 kW/cm2 at a wavelength of 1064 nm and a beam waist of
1 mm. Before the light is sent onto the objective it is polarized with a λ/2 waveplate. A
high-quality Brewster plate in combination with a λ/4 waveplate separates the incident
from the reflected light. The Brester plate acts as a polarizing beam splitter. Light which
is back-reflected from the objective passes the λ/4 waveplate twice. This shifts the po-
larization of the reflected light to be orthogonal to the incident beam. The reflection is
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Fig. 5.4 Reflection and transmission setup. (a) Setup for measuring reflection and transmission
for 461 nm, 689 nm and 698 nm. For determining the transmission from the back to the
front plane the objective is rotated (b) Optical setup for measuring the reflection and trans-
mission at the lattice wavelengths of 813 nm and 1064 nm. The beam waist is adjusted to
have the same intensity as a real lattice beam. The objective is hit orthogonally under zero
degree angle of incidence.

directed onto a power meter. For 813 nm we use light from a Titanium-Sapphire laser in
a similar setup.
We find a difference of 0.5 % in the reflection coefficient at 1064 nm between both ob-
jectives [Tab. 5.1]. For a 43 W beam, this leaves ∼ 200 mW more power that needs to
be filtered after the objective or is absorbed in it. By subtracting the reflection and trans-
mission we obtain the dissipated power. This percentage is scattered or absorbed by the
objectives. For a 43 W beam ∼ 100 mW are dumped in objective I and ∼ 280 mW in
objective II. At 813 nm the first objective has a higher reflectivity of 0.5 %.
In summary, objective I is superior in the transmission of blue light and in the reflection
of the lattice wavelengths. Objective II on the other hand has a higher transmission for
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Tab. 5.1 Reflection and Transmission of the objectives.
Objective I Objective II

Transmission 81.5(1)% 80.4(3)%
Blue (461 nm) Reflection 1.73(2)% 3.11(2)%

Transmission (back → front) 82.4(2)% 83.0(1)%
Transmission 91.8(1)% 93.2(2)%

Red (689 nm) Reflection 1.24(1)% 0.99(1)%
Transmission (back → front) 93.0(2)% 93.1(3)%

Transmission 91.8(1)% 92.8(2)%
Clock (698 nm) Reflection 0.71(3)% 0.29(3)%

Transmission (back → front) 92.9(1)% 93.6(1)%
Transmission 0.26(1)% 0.34(1)%

Lattice (1064 nm) Reflection 99.5(1)% 99.0(1)%
Dissipated power 0.24(1)% 0.66(1)%
Transmission 0.86(1)% 1.09(1)%

Magic Lattice (813 nm) Reflection 97.9(3)% 97.4(1)%
Dissipated power 1.24(3)% 1.51(1)%

red and clock light.

5.3 Characterization setup

Themain goal of the characterization is to measure performance at different wavelengths.
For that purpose we need to image point-like emitters through the microscope objectives.
From the imaged patterns the PSFs can be extracted. For this reason, we built a high NA
test setup [Fig. 5.5]. A major concern in this setup is the imaging target. To approximate
a specific pattern as a point-like emitter, the feature needs to be substantially smaller
than the wavelength of the light used for imaging.
For our purposes we need a target with an extent on the order of 100 nm. Since pin holes
are typically not available at these length scales we use a custom target plate (Sterntest).
This device is a glass plate coated with aluminum. Small defects in the coating serve as
point-like light sources when illuminated from below. The size of the defects is 200 nm
on average.
In the main experiment the setup will be as follows: The atoms inside the science cavity
emit photons. The light then passes a custom bucket window, which has an anti-reflection
coating for wavelengths from 461 nm to 1064 nm. Directly behind the window the mi-
croscope objective is installed. After the photons pass the objective, they are redirected
through the imaging lens onto an EMCCD Camera.
To emulate this scenario, we place an identical bucket window in our test setup. This
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Fig. 5.5 Characterization setup. The test target (Sterntest) is illuminated from below. The light
passes a window and the objective before it is directed with a mirror through the imaging
lens. In the focal point of the imaging lens sits the camera. In the inset a typical camera
image of the test target through the objective can be seen.

simulates the conditions in the main experiment as closely as possible.
A drawing of our setup is displayed in Fig. 5.5. We illuminate the target plate with light
at the wavelength of interest from the bottom. To precisely adjust the positioning of the
plate, we mounted it to a three-axis translation stage. The light from the point-like emit-
ters then passes the bucket window. Afterwards, we collect the light in the microscope
objective. Since fine adjustment of the objective positioning is absolutely crucial for the
setup, we connected the microscope to another translation stage. This platform can move
the objective in all three spatial dimensions and also allows for tilting out of the xy-plane.
Behind the objective a mirror directs the light through an ocular lens with a focal length
of 750 mm. In the focal point of this lens sits the final imaging camera, also mounted to
a three-axis translation stage. All distances are adjusted, such that the target, objective,
ocular lens and the camera resemble a 4-f imaging system. This type of imaging system
projects the identical wavefront in the focal plane of the objective onto the focal plane
of the ocular lens, where the camera sits [38]. The long focal length of the ocular lens
ensures a large magnification of the individual point spread functions on the camera. A
typical PSF from one emitter extends over 45 × 45 pixels, with a camera pixel size of
1.65 µm. In the inset of Figure 5.5 an over-exposed image of the illuminated target can
be seen.
After construction of the test setup, the alignment turned out to be very sensitive. To
suppress mechanical vibrations, we placed rubber plates under the breadboards. Since
we measured two objectives multiple times, the alignment was redone and optimized
on numerous occasions. For the alignment, the diameter of the illumination beam was
reduced with an iris. For alignment we use a reference beam, which defines our optical
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axis in the whole setup. Without the target plate and the objective in place, we centered
all components in the setup on the optical axis of the beam. After this we inserted the
objective. Attention was paid to the central positioning of the objective on the optical
axis of the illumination beam. To ensure maximum parallelism between the window and
the objective, we overlapped the back reflections of both over more than 5 m. Another
method for parallel alignment is to couple both reflections back into the optical fiber of
the illumination beam and to optimize the power on the other side. It turned out that
this parallelism contributes the most to the quality of the point spread function. With an
iris behind the objective, we also centered the back reflections of the ocular lens and the
camera on the optical axis. As a last step we inserted the target pattern at the focal point
of the objective.
With this high resolution imaging setup we can now test the capabilities of both objec-
tives at different wavelengths.

5.4 Point-Spread Functions

After discussing the alignment of our test setup we are now ready to characterize the
microscope resolution.
All point-spread functions are averaged over 10 data sets. We slice the resulting PSFs
along the x and y- direction at the maximum. Figure 5.6 shows the results for objective
I. The findings for objective II are presented in Figure 5.7. All plots include a theoretical
curve for the ideal PSF.
For the blue imaging wavelength at 461 nm we find the strongest deviation between the
experimental data and the theoretical optimum. We obtain a FWHM of 412 nm for objec-
tive I from a Gaussian fit with a deviation of ∼ 14% from the ideal value of 360 nm. Both
axes show a very similar behavior [Fig. 5.6(a)]. The side peak on the right points to a
comatic aberration resulting from a residual tilt in the setup. The PSF does not converge
to the first zero of the ideal curve. There are two possible explanations for this increase
in size. First, the target is not positioned perfectly in the focus. With the translation stage
we do not have the capability to adjust the position on the 100 nm scale. A piezo-stage
would enable positioning on the 10 nm scale. The second reason for the deviation can
be the finite size of the target defects. With an average diameter of 200 nm, the defects
are almost half the size of the imaging wavelength. Thus, the targets can no longer be
approximated as point-like emitters at this wavelength. The width of the point-spread
function will effectively increase with the target extent. For the second objective (II) we
find a similar result for the PSF [Fig. 5.7(a)]. Here no comatic aberration is present.
Consequently, we conclude that the alignment for objective II had no residual tilt. For
objective II, the blue PSF is also enlarged compared to the theoretical curve. This increase
supports the fact that the test targets can no longer be approximated as point sources.
We find an overall FWHM of 414 nm for objective II with a deviation of ∼15 % from the
ideal value.
The measurement for our second imaging wavelength at 689 nm agrees to a large extent
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Fig. 5.6 Point-spread functions of objective I. Displayed for 461 nm (a), for 689 nm (b) and for
698 nm (c). All PSF are averaged over 10 individual points. Ideal theoretical PSFs are dis-
played in gray.
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Fig. 5.7 Point-spread functions of objective II. Displayed for 461 nm (a), for 689 nm (b) and for
698 nm (c). All PSF are averaged over 10 individual points. Ideal theoretical PSFs are dis-
played in gray.
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between both objectives. For objective I we find an increase at the first zeros [Fig. 5.6(b)].
Defocus can be the origin of the enlargement. Similar to the blue wavelengths, the posi-
tioning of the target in the focal point is not ideal. The point-spread function for objective
II converges better to the theory curve, pointing to more precise adjustment of the focus
[Fig. 5.7(b)]. We measure a very uniform FWHM of 564 nm for objective I and 561 nm
for objective II with a deviation of ∼5 % from the ideal value.
For the main addressing wavelength at 698 nm we obtain a very good agreement with
the theoretical predictions. The PSF for objective I shows almost no deviation from the
theory curve [Fig. 5.6(c)]. We measure close to diffraction-limited performance. The
FWHM for objective one is 533 nm. For the second objective we achieved a FWHM of
565 nm. We achieve a agreement with the ideal value within 4 %. This PSF includes a
small defocus and a comatic artifact [Fig. 5.7(c)].
In summary, we find an agreement of better than 5 % between the ideal point spread
functions and our measured resolution for the red wavelengths. Only for the short imag-
ing wavelength at 461 nm our method seems to be limited by the finite extent of the
targets. Overall, we find close to diffraction-limited performance for both objectives at
all wavelengths of interest.

5.5 Comparison

Since we are building the first strontium quantum gas microscope, we can not com-
pare our findings to an already existing experiment. But throughout the last years many
new microscopes for various different species have been constructed. Figure 5.8 shows
the imaging properties of some of them. At first we compare the numerical aperture
[Fig. 5.8(a)]. Our NA is lower than for most quantum gas microscopes, the science cavity
generating the xy-optical lattices in our experiment limits the minimal distance between
the atoms and the objective. This constraint sets an upper bound on the numerical aper-
ture in our setup. The MIT 40K, Harvard 6Li and Harvard 87Rb experiments e.g. only
have ∼ 100 µm between the location of the atoms and their first objective lens [12, 71,
41]. This technique enables a numerical aperture of up to 0.9.
Since strontium has an imaging wavelength at 461 nm, the FWHM for the imaging PSF
is substantially lower compared to the alkali quantum gas microscopes, despite the lower
NA [Fig. 5.8(b)]. Currently, only the ytterbium experiments have a shorter wavelength
for imaging. The ratio between the FWHM of the ideal and measured PSF for all listed
experiments is above one [Fig. 5.8(c)]. This indicates that all setups exhibit close to
diffraction-limited performance for their objectives. For a more realistic picture of what
resolution is required in each quantum gas microscope, we compute the achieved FWHM
of the imaging wavelength and the ratio to the optical lattice spacing. Half of the dis-
played experiments reach a ratio lower than one. In these experiments, PSF from dif-
ferent lattice sites can be clearly distinguished with the microscopes. For our primary
imaging lattice wavelength of 914 nm we achieve a ratio of 0.91. This value should en-
able single site imaging of strontium atoms in an optical lattice.
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Fig. 5.8 Comparison of Quantum Gas Microscopes. (a) Our effective NA is lower than most
quantum gas microscopes, since our science cavity limits the minimal distance between
atoms and objective. (b) We have a lower PSF FWHM, because strontium has a short blue
imaging wavelength at 461 nm. (c) All experiments achieve close to diffraction-limited per-
formance for their objectives indicated by the ratio between the theoretical Airy pattern
and the measured FWHM of the PSFs. (d) A comparison between the FWHM and the opti-
cal lattice spacing reveals a similar ratio compared to other experiments. Data taken from:
Toronto 40K [70], MIT 40K [71], Strathclyde 40K [72], MPQ 6Li [42], Harvard 6Li [41], MPQ
87Rb [11], Harvard 87Rb [12], Kyoto 174Yb [73], Tokyo 174Yb [74].

5.6 Outlook

The first characterization of the objectives shows good agreement between the specified
and measured data. It also matches the theoretical model to a large extent. Since mi-
croscope objective I exhibits a higher transmission of blue light and a higher reflection
for the lattice wavelengths it is superior according to this test. In addition, we also find
a slightly smaller point spread function for objective I at 461 nm and 698 nm. Therefore
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we will use objective I for our main experiment.
Comparing with existing quantum gas microscopes we find similar imaging properties.
This serves as a good starting point for designing the high resolution imaging system for
single site imaging and addressing of strontium atoms.
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Chapter 6

Interferometric Characterization of Wavefront
Distortion

THE previous characterization offers a lot of insight into the imaging properties of the
objectives, but it only lets us measure the PSF locally. For imaging 200× 200 lattice

sites, we would like to know the continuous resolution quality over the full 100 µm field
of view of the objective. Also for addressing on the 1S0 →3 P0 clock transition we would
like to have a flat wavefront in the focal plane. If one e.g. wants to create a coherent su-
perposition between multiple strontium atoms at different locations, spatial phase shifts
in the addressing beam need to be minimized. Otherwise the multi-particle state will
dephase quickly.
Therefore we develop a method that allows us to determine the wavefront distortion over
the whole field of view. This technique is based on an interferometric characterization of
the wavefront distortion induced by the microscope objective.
To start this chapter we give a short introduction into interferometry. We follow with
a description of a Michelson interferometer, which we use to characterize the coherence
length of a light source. We outline our method and test it on a low NA Fizeau interfer-
ometer. Finally, we report on our progress in measuring the wavefront distortion of the
objective. We analyze the calculated phase map and draw conclusions for the remaining
optical aberrations present in the objective.

6.1 Interferometry

In spite of interferometry being a very old tool [75], it is still an actively used technique.
Today, km-long interferometers can measure the distortion of space induced by a gravi-
tational wave. This change in length is on the order of 1/1000 of the radius of a proton.
There are many different types of interferometers but the working principle is always the
same. A light wave is split into two waves at a beam splitter [Fig. 6.1(b)]. Each wave
travels over a fixed distance before it is are redirected to a beam splitter where both waves
are recombined into one wave again. Mathematically, we can express the two waves as

U1 =
√
I0 exp(−ikz), (6.1)

U2 =
√
I0 exp(−ik(z − d)). (6.2)
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(a) (b)
U1

I

U2

Fig. 6.1 Interferometer. (a) When two light waves have a π-phase shift they interfere destructively.
If the waves are in phase the interfere constructively. (b) Simplified setup of an interferome-
ter.

We assumed both interferometer arms have the same intensity I0. Here k = 2π/λ stands
for the wavevector of the light and d for the path difference between the two arms. For
the resulting intensity pattern after recombination we find

I = 2I0

[
1 + cos

(
2π

d

λ

)]
. (6.3)

In addition, we write the phase difference between the two light waves as φ = kd =
2πd/λ. Since d/λ can be easily on the order of 107 a tiny change in d can already result
in a detectable phase shift. Equation (6.3) recreates the familiar behavior of construc-
tive and destructive interference [Fig. 6.1(a)]. For a path difference of odd-multiples of
half the wavelength (2m+1)λ/2 we find destructive interference, and for even-multiples
(2m)λ/2 constructive interference can be observed.
With this basic introduction into interferometry we can now focus on the real implemen-
tation to measure our wavefront distortion.

6.2 Tuneable Coherence Length

For the distortion measurement, we are interested in characterizing the interference be-
tween a reference beam and a specific surface of the objective. Since the objective has
six different lenses inside, there are 12 surfaces where light can interfere. A common
strategy to suppress these unwanted interferences is to use a light source with a small co-
herence length. The coherence length is defined as the distance, over which a light source
exhibits a perfect sine wave. Two light waves in an interferometer can now only interfere
when the path difference is smaller than their coherence length. For our purposes we
therefore need a light source with a coherence length below the typical surface distance
of ∼ 1 mm in our objective. This can eliminate the additional interference between the
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Fig. 6.2 Michelson interferometer. The interferometer creates a delay line, with which we can
measure the coherence length of the light source. We can also use this setup as a delay
line that creates a tuneable coherence revival in the outgoing beam.

lenses. We can also relate the coherence length Lc to the spectral width (linewidth) ∆ν
of the light source

Lc

c
=

1

∆ν
. (6.4)

Here c is the speed of light in vacuum. It turns out that a typical solid state laser with
a linewidth of ∼1 MHz already has a coherence length of ∼300 m. Therefore we have
built an incoherent light source. It consists of an injection lock module [Fig. 3.11(a)]
and an anti-reflection coated diode. We applied no seed light to the injection lock to pre-
vent the diode from lasing. Since anti-reflection coated diodes are optimized to suppress
the internal cavity in the diode, the light source should not lase. We therefore should
observe a broad emission spectrum also at high diode currents. Fig. 6.3(a) shows our
characterization of the optical output power. In contrast to the laser described in Ch. 3,
the output power exhibits no sharp threshold. Fig. 6.3(a) displays a rather smooth in-
crease in power. we conclude, that our anti-reflection coated diode does not lase at high
currents.
To quantify the resulting coherence length of our light source, we send the light into a
Michelson interferometer [Fig. 6.2]. The light is first polarization-cleaned and is then
split into the two interferometer arms at an non polarizing beam splitter (NPBS). We can
vary the optical path length of one of the arms with a translation stage. After the two
light waves are recombined at the NPBS we direct the combined wave either to a camera
or into an optical fiber. For the coherence length measurement, we observe fringes on
the camera [Fig. 6.2]. By varying the path length of the second arm we change the path
difference. We measure the distance over which we can identify a fringe pattern on the
camera for different diode currents. The results are shown in Fig. 6.3(b-f) (second values
for Lc). Around 60 mA, when the optical power increases, we can tune the coherence
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length on the 100 µm scale. In the low current regime Lc is too short to observe fringes
over any significant change in the path length. At very high currents the coherence length
becomes long enough, such that other optical components in the interferometer start to
interfere.
To confirm our findings we also measured the optical spectrum of the diode at each cur-
rent with an optical spectrum analyzer. From a Lorentzian fit we can determine the
spectral width ∆ν at different currents. With Eq. (6.4) we calculate the equivalent co-
herence length. For lower currents, the directly measured and the value obtained from
the spectrum agree within a few µm. At higher currents additional peaks appear in the
spectrum. The fit can not fully account for them and the calculated coherence length
therefore starts to deviate from the direct measurement. For all following experiments
we run the diode at 60 mA with a coherence length of 150 µm.
With this measurement we characterized a light source that can provide light with low
enough coherence length to suppress unwanted inteference between different surfaces
in the objective.

6.3 Low NA Fizeau Interferometer

Before wemeasure the actual wavefront distortion of the real objective we test ourmethod
with a simplified test setup [Fig. 6.4]. This setup is arranged in a Fizeau-type interferom-
eter. We now couple the light from the Michelson interferometer into an optical fiber and
transport it to the Fizeau setup. There the light is polarization-cleaned. A pellicle beam
splitter splits the light into two waves. One of the waves is dumped in a beam dump. The
other is sent through two wedged windows before it is also dumped. The windows are
placed a distance d apart from each other. The back-reflections from both windows are
sent back to the pellicle and recombined on a camera. Since each wedged window has
two surfaces we see in total 4 reflections on the camera. By compensating the optical
path difference between the windows with the path delay in the Michelson interferome-
ter we observe a fringe pattern between two back reflections over the coherence length of
the light source [Fig. 6.4]. Depending on which reflections should interfere the increase
in path length through the 5 mm thick window glass needs to accounted for.
We clearly see that by tuning the path difference in the Michelson interferometer we cre-
ate a delay line, with which we can scan through the interference of different surfaces in
a Fizeau interferometer.

6.4 Microscope Interferometry

The final optical setup to determine the wavefront distortion of the microscope objective
is a Twyman-Green interferometer. Similar to the test setup we guide the light from the
Michelson interferometer with an optical fiber to the microscope setup [Fig. 6.5]. At first
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Fig. 6.3 Output power and Coherence length. (a) The output power for different diode currents
is displayed. Even for high currents the diode does not lase. (b-f) We measured the coher-
ence length for different diodes currents with the Michelson interferometer (right value). To
evaluate this measurement we also measured the emission spectra. From a Lorentzian fit
we obtain the coherence length of each spectrum (left value).

the light is polarization-cleaned and the beam waist amplified with a telescope to fill the
full 35 mm free aperture of the objective. We split the light into two waves with a non
polarizing beam splitter plate (Thorlabs BSW 16). The first interferometer arm is our
reference beam. The path length of this arm can be varied in few-nm steps. For this pre-
cision we mounted the mirror back-reflecting the light on a 3-axis piezo mirror mount. In
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Fig. 6.4 Low NA test setup. To test the delay line we built a Fizeau interferometer. The light is
split at a pellicle beam splitter before the four back reflections from two wedged windows
are recombined and sent on a camera. When the path differences in the delay line setup
matches the distance d between the windows interference can be observed. The inset
shows the four back-reflections Two of them interfere.

the second interferometer arm we installed the objective. Since the wavefront behind the
objective is spherical we also need a spherical surface from which the light can be back
reflected. For this purpose we installed a Si3N4-sphere (BOCA bearing company SI3N4
Ball Grade 3) in the the focus. An additional window emulates the bucket window. Light
back-reflected form the sphere then passes the objective again. It is interfered with the
reference beam at the beam splitter. Another telescope shrinks the beam size again to be
fully displayed on a camera.
Once we have aligned the setup we optimize the position of the sphere. The sphere should
be ideally placed such that the wavefront curvature matches exactly the curvature of the
sphere. For fine adjustment, the sphere is mounted on a 3-axis translation stage. From
the interference between the objective arm with the reference beam we observe concen-
tric rings on the camera [Fig. 6.5]. If we move the sphere along the optical axis, the
number of rings visible increases or decreases depending on whether we move towards
or away from the curvature matching point. A displacement radial to the optical axis
results in a deformation of the rings. For a correct alignment of the sphere a symmetric
shape with no rings can be observed.
This setup is the starting point for our wavefront distortionmeasurement. Since wewould
like to detect small phase shifts, attention was paid to only use high quality optics with
high surface flatness and low wavefront distortion.
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Fig. 6.5 Microscope interferometer. The beam diameter is increased with a telescope to match
the back aperture of the objective. The light is split into a reference beam and the objective
arm at a beam splitter. The length of the reference beam can be controlled with a piezo
stage. In the objective arm the spherical wavefront after the objective is back-reflected
from a Si3N4 sphere to match the wavefront curvature. After both arms are recombined at
the beam splitter the beam is demagnified and sent on a camera. If the sphere is placed
off-axis deformed rings can be seen. At a matching curvature between the wavefront and
the sphere all additional rings vanish.

6.5 Phase Map and Objective Aberrations

With the microscope interferometer [Fig. 6.5] we can now determine the wavefront dis-
tortion induced by the objective. To extract the necessary phase map, it is not enough
to look at a single fringe pattern. We rather want to observe how this fringe pattern
changes, when we vary the optical path length of the reference beam. From this change
we can then extract the phase of the wavefront at each point.
For a quantitative analysis of the fringe patterns, we can describe the wavefront of the
reference beam and after the objective as

Eref = A · exp
(
i
2π

λ
z

)
, (6.5)

Eobjective = A · exp
(
i
2π

λ
(z +∆φ)

)
. (6.6)

In analogy to our earlier discussion of a Michelson interferometer we can express the
resulting intensity pattern of the two interfering waves as

I(x, y) = I0 + a(x, y) exp

[
i

(
4π

λ
+∆φ

)]
. (6.7)
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Fig. 6.6 Phase map. (a) To obtain the phase shift we measure the interference pattern for different
optical path lengths. (b) To extract the phase at each pixel we correlate the data with a test
function (gray). (c) The phase map shows three concentric rings which could indicate a
residual defocus and spherical aberrations.
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Fig. 6.7 Phase map cut. (a) A cut through the center of the phase map reviles a parabolic shape in
the center. This can be an indication for defocus. In addition, also a forth order polynomial
shape could be present in the system, pointing to a spherical aberration. (b) The simulated
wavefront distortion for 698 nm in the focal plane of the objective shows wavefront distor-
tions below 0.15 λ.

We see that the intensity profile dependence on the position, the wavelength of the light λ
and the acquired phase shift∆φ. Since we measure only a certain intensity at each point,
we can not obtain the phase∆φ from Eq. (6.7) with a single measurement. To circumvent
this issue the intensity profile is obtained for different path lengths between the two
interferometer arms. We can then observe a periodic signal in each point [Fig. 6.6(b)].
Correlating this signal with a test function of the from

T = a · exp
(
i
4π

λ
z

)
(6.8)

gives us the correlation function

C =
∑
ij

IijT
∗
ij . (6.9)

Then, we find the final phase at each position by taking the argument of the correlation
function, ∆φ = arg(C). As a phase shift of π corresponds to a wavefront distortion of
λ/2, it is convenient to express our phases also in units of the wavelength λ.
In the microscope interferometer [Fig. 6.5] we vary the optical path length of the ref-
erence beam with the piezo translation stage. We made sure, that the mirror is moved
orthogonally to the wavefront to not induce additional tilting. Figure 6.6(a) shows the
resulting intensity pattern for a single measurement observed on the camera. We change
the piezo voltage over 4 V to cover a full period of the underlying periodic signal.
Since we know the wavelength of the light, this give us enough information to extract
the phase at each pixel with our correlation method. The final phase map can be seen in
Fig. 6.6(c).
The phase map shows three concentric rings before the quality of the phase is reduced
by noise. If we compare the extent of the phase map with the one of a single intensity
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pattern, we find that at the noise region in the phase map, the intensity in the single mea-
surement already nearly decreases to zero. Consequently, the phases in the outer region
suffer from a major contribution of the noise floor. We also observe an additional fringe
pattern at the lower right corner. Since the coherence length of the light source is only
150 µm, the secondary interference can not come from interference between two glass
surfaces in the microscope. At the stage of writing this thesis the origin of the additional
fringes ins unknown and needs further investigation.
To get a better understanding of the concentric rings we analyze a slice through the cen-
ter of the phase map [Fig. 6.7(a)]. We find the expected symmetric shape from the rings.
Starting from the middle, we encounter the two peaks from the first ring after ∼200 nm.
The phase map has a parabolic shape between these two peaks. This could be an in-
dication for residual defocus in the system since this aberration can be described by a
parabola. Moving further outwards, two vales followed by the two peaks from the sec-
ond ring are observed in the phase cut [Fig. 6.7(a)]. This shape could be reproduced by
a forth order polynomial like spherical aberrations. If it is indeed the case that defocus
and spherical aberrations are present in the system this can point to a slight displace-
ment of the Si3N4-sphere. When the curvature of the wavefront and the sphere do not
coincide, the reflected beam will be slightly focused or defocused after the microscope
objective. This can result in concentric aberrations like defocus or spherical aberrations.
Since the translation stage of the sphere only allows positioning within 500 nm steps, the
phase shift due to displacement could only be reduced within 1.4 π respectively 0.7 λ. To
achieve a performance of λ/10 typically specified for high quality optics the phase shift
needs to be within 1/5 π which corresponds to a positioning of the sphere within 70 nm.
With a piezo controlled translation stage for the sphere we could reach such a precision.
Furthermore, we can compare our measured phase map to the simulated wavefront in
the focal plane of the objective for a wavelength of 698 nm [Fig. 6.7(b)]. The simulated
map also has a parabolic shape for the phase shifts. Indeed, here this shape comes from
residual defocus and spherical aberrations with Zernike coefficients of -0.005 and 0.009
respectively. The simulated wavefront distortions are all below 0.15 λ. This supports our
earlier suggestion that for a repeated measurement of the wavefront distortion the sphere
should be placed on a piezo translation stage to enable fine adjustment of the positioning.
Due to time constrains we were unable to repeat our measurement of the wavefront dis-
tortion. Nevertheless, with some minor improvements it should be possible to obtain a
full phase map for the objective with our method. Beside a piezo translation stage for
the sphere some improvements could also be made to the data analysis.
Since in general phase maps are smooth and the phase difference between two points is
periodic, the phase is only defined on the interval [−π, π] due to the argument operator
on the phasor (∆φ = arg(C)). This means, that in order to extract the final phase map
from our data we need to fold all the different phases back into the interval [−π, π] by
adding or subtracting multiples of 2π. This process is known as phase unwrapping [76].
In Figure 6.7(a) we already see at the corners that the phase increases strongly before it
comes back. With a phase unwrapping algorithm we could fould these peaks back into
the [−π, π] interval.



Chapter 6 Interferometric Characterization of Wavefront Distortion 69

Once a smooth phase map is achieved we could also fit Zernike polynomials to the map
to obtain the different amplitudes for each residual optical aberration [15].

6.6 Outlook

We presented a method to characterize the wavefront distortion of a microscope objec-
tive. In addition we analyze our measured phase map and display a strategy to extract
the optical aberrations in the system form our measurement. With small upgrades to
the existing setup and a phase unwrapping algorithm it should be possible to extract the
Zernike coefficients for all polynomials in the near future.
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Chapter 7

Conclusion and Outlook

THE main aim of this project was to construct and characterize a high resolution imag-
ing system that is capable of imaging and addressing atoms confined in an optical

lattice at the single site level.

In Ch. 5 we report on the characterization of two high resolution microscope objectives
with a numerical aperture of NA = 0.66. We first measure the reflectivity and transmis-
sion at the blue (461 nm) and red (689 nm) imaging wavelengths, the clock (698 nm)
addressing wavelength and the two lattice wavelengths (813 nm and 1064 nm). The
values for both objectives agree within less than 2 %. For the lattice wavelengths we
adjusted the intensity sent on the objective to mimic that of a high power laser beam
used in the experiment later on. We find 0.5 % differences in the reflectivity at 1064 nm.
Objective I exhibits a higher reflection of 99.5 % and is therefore more suited for the
experiment.
The resolution performance is characterized by measuring the point spread function of
a point like target source [Ch. 5]. We receive close to diffraction-limited performance at
461 nm, 689 nm and 698 nm. The full width half maximum value of all point-spread
functions except for the blue one agrees within less than 5 % with theoretical predictions
for a point-like target. The blue curves show the strongest deviations from the ideal pat-
tern of 15 %. This can be explained by the finite size of the target source. Objective I has
a lower full width half maximum of 415 nm and 533 nm for both the blue imaging and
the clock addressing wavelength at 461 nm and 698 nm respectively.
Since objective I is superior in both the reflection test and the resolution capabilities we
will build this objective into the quantum gas microscope.

In the course of this thesis we designed and constructed a method for interferometri-
cally determining the wavefront distortion induced by a microscope objective [Ch. 6].
We describe how a light source with tuneable coherence length can be built to supress
unwanted interference in the wavefront measurement. With a Michelson interferometer
the different values for the coherence length from ∼70-300 µm are confirmed. In a low
NA test setup we use the Michelson interferometer as a delay line to distinguish between
interference patterns of two wedged windows in a Fizeau interferometer. For obtaining
the wavefront distortion the objective is built into a Twyman-Green interferomter. By in-
terfering the light that is back reflected from a Si3N4 sphere through the objective, with
a reference beam we measure a full phase map.
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We find evidence for residual defocus and spherical aberrations in the system. In addi-
tion, we lay out a strategy to improve the precision of the measurement and finally obtain
the Zernike coefficients for the different optical aberrations.

In Ch. 3 we describe the design and construction of new lasers that are well isolated
from external noise. Two lasers at the 1S0 → 3P0 clock frequency are locked with a
PDH-scheme to two different high finesse ULE cavities. To analyze the stability we mea-
sure the relative linewidth of both locked lasers with a heterodyne beat measurement.
With this technique we can set an upper bound to the linewidth of each laser of 4(1) Hz.
Additional observation of the beat signal in the time domain reveiled a coherence time
of up to 4 s indicating a much narrower linewidth than obtained from the direct beat
measurement.

A few future improvements of the cavity are necessary. Since we had to deal with pres-
sure fluctuation and vacuum leakage of cavity I, we suggest to change this cavity housing
from the aluminum to a steel box. This way already works for cavity II to eliminate vac-
uum problems. Moreover, the heaters inside the housing should be changed to vacuum
compatible Peltier elements, because the old heaters were potentially outgassing and pre-
venting us from actively temperature-stabilizing to the zero-crossing temperature. These
updates should largely reduce the drift of the beat and enable a linewidth on the Hz-level
for both lasers.
To eliminate noise induced by an optical fiber an active fiber-noise cancellation setup
needs to be developed. With this setup the laser linewidth should be preserved in the
fiber link to the main experiment.
Sending the light from the clock laser onto a spatial light modulator enables full control
over the wavefront. This way, arbitrary addressing of sites in the optical lattices will be-
come possible.

As a whole, we are confident that with the incorporation of the microscope objective
into the experiment will enable single-site imaging in the near future and single-site ad-
dressing on the clock transition in the not so distant future.
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Chapter 8

Appendix

Adapter Board Circuit

Fig. 8.1 Adapter Board Circuit. Circuit for monitoring and modulating the laser diode current.
Electrical elements can be changed to filter noise to the laser current.
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